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Abstract

How the solar corona is heated continues to be a problem. Many theories exist, but it is believed turbulence may be key to understanding how magnetic energy is cascaded, heating plasma to observed $>10^6$K temperatures. Observations have indicated the presence of magnetohydrodynamic waves in the lower corona from measurements of non-thermal velocities revealing possible facilitation of the propagation of energy through Alfvén waves. However, it remains a challenge to arrive at an explanation as to how energy is transported from the inner Sun to the corona and dissipated there.

This thesis examines the interaction of turbulence-driven Alfvén waves in quiescent (steady-state) coronal loops by using a 1D two-fluid model. This allows us to analyse the extent to which magnetohydrodynamic waves and a turbulent cascade may be responsible for the observed heating phenomenon in the corona. The cascade transports energy from low to high frequency Alfvén waves where direct dissipation by plasma is possible. The dissipation of high frequency waves may produce asymmetric heating and drive plasma flow in coronal loops. A rigorous parameter study is conducted so a comprehensive picture of plasma characteristics is found.

The method described in this work focuses on wave dissipation being the only driving force behind the coronal loop heating so comparisons can be made with other research. With this assumption in mind, a range of coronal loops are simulated. On comparison with classical hydrostatic theory, it is found that both overdense and underdense loops are commonplace when assuming plasma flow and wave dissipation as the only heating mechanism. Solutions that satisfy the characteristics of X-ray and extreme ultraviolet emission loops are present. Generally, short loops are overdense ($n > 10^9\text{cm}^{-3}$) and cool ($T < 1$MK). Long loops are underdense ($n < 10^9\text{cm}^{-3}$) and hot ($T > 1$MK). Many heating profiles exist when simulating wave dissipation. Isothermal coronal loops are generated by non-uniform heating rates and hot loops (with a temperature maximum at loop apex) are generated by uniform heating. However, loop inclination appears to be a key factor limiting the implication of wave heating in isothermal loops after consideration of the balance between wave and gravitational energy fluxes. Significant non-equilibrium (a temperature difference between protons and electrons) exists for loops driven by Alfvén waves of large driving scales (causing low densities) and when driven by waves of very low driving scales (causing an energetic ‘overshoot’ in proton temperature). Shocks in the downflowing section of the loop are found to be a direct consequence of rapid wave heating in a localised region above the upflowing footpoint and low temperatures at the loop apex. The characteristics of transition region ‘moss’ are modelled for hot loops, also a consequence of rapid wave heating.
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Chapter 1

The Sun

1.1 Introduction

The Sun governs our solar system. It may be an average, medium-size star when compared with the billions of stars in the cosmos, but from our perspective the Sun is an inspiring, complex giant in our skies. The Sun influences everything in the Solar System, from the orbit of the planets to life on Earth, its energy is key to everything we know and understand. Energy flows from the solar interior to interplanetary space via a chain of transportation mechanisms eventually reaching the Earth as visible light. To pursue a better understanding of the Sun and its transmission of energy into space, the solar corona has become a focus for intense study.

The corona is a hot, tenuous atmosphere. The light we see with the naked eye from the solar disk, or the photosphere, radiates in optical wavelengths ($\lambda$=400-700nm) at temperatures of 4300-7500K. The light from the photosphere totally obscures the weak coronal scattered light. During an eclipse however, the corona will appear as a bright and structured atmosphere. Ancient accounts of coronal observations are documented during total solar eclipses by Chinese astronomers as long ago as 2800BC and by Baby-
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Ionian astronomers in 1063 BC. In the late 19th century, a new element was thought to have been discovered through spectroscopic observations of the Sun. Christened “coronium”, this new element was in fact a highly ionised form of iron (FeXIV) heated to a staggering 1 million Kelvin (Erdélyi, 2005). The discovery of this fact spawned the beginning of what is now known as the coronal heating problem.

In recent years the coronal heating problem continues to dog solar physicists. Existing at temperatures in excess of $10^6$ Kelvin (or 1MK), the solar corona seems to defy basic thermodynamic laws. The solar interior has temperatures ranging from 15MK in the core, to 6000K at the photosphere (Lang, 2001). From the chromosphere to the corona, the temperature of solar plasma jumps to above 1MK over a very small distance (Mariska, 1992). This thin region of temperature increase is known as the transition region and can range from tens to hundreds of kilometres thick. An analogy of this would be a light bulb heating the air surrounding it hotter than its glass surface. The second law of thermodynamics would be broken. So, what mechanism is heating the tenuous coronal plasma to these temperatures?

This chapter will explore the Sun’s interior, to its surface and high into the corona, detailing core energy production, energy transfer through the solar body and some of the instrumentation used to observe the solar environment. From this starting point a broad introduction to the Sun will lead to detailed study of wave heating as the possible mechanism driving the corona in the hope of providing an answer for the mystery heating mechanism (Chapter 2). Section 1.2 will begin in the solar core where fusion generates the necessary energy and will briefly explain how this energy is transmitted through the radiative zone and into the convection zone where plasma is convected and energy transferred to the photosphere. How magnetic flux is generated and convected to the solar surface will also be detailed. Section 1.3 will describe the chromosphere and transition region and how they act as an important reservoir of energy to feed the
dynamic corona. Section 1.4 will investigate the corona and magnetic field configuration. Section 1.5 details the armada of observational space missions past and present that are contributing to our understanding of the solar corona. Finally, Section 1.6 will give a brief overview of some of the main (and most important) results to come from coronal loop analysis.

## 1.2 The Solar Interior

The Sun is our closest star. It produces almost all the energy in our Solar System, fusing light elements into progressively heavier matter. The solar interior is also structured and highly dynamic (Fig. 1.1). As it is so close to the Earth (1AU or \(1.496 \times 10^{13}\) cm), the Sun is an ideal laboratory for us to study solar phenomena in great detail. The solar body has a mass of \(M_\odot = 1.989 \times 10^{33}\) g and a radius of \(R_\odot = 6.955 \times 10^{10}\) cm (Lang, 2001).

The Sun’s source of energy is fusion maintained by gravitational pressure. In the solar core, the temperature is approximately \(T_\odot = 15\) MK with a density of around \(\rho_\odot = 150\) g cm\(^{-3}\). At this temperature and density, the solar plasma will undergo fusion. Protons are stripped of their associated electrons under intense pressure to form a ‘soup’ of charged particles where hydrogen (the most abundant element in the known Universe) fuels the fusion within the core. Solar plasma is considered to be quasi-neutral (the net charge = 0) as there are roughly equal numbers of electrons and protons in a given volume. The energy liberated from such a reaction drives the solar environment and consequently makes our star shine. The process of fusing hydrogen nuclei is known as the proton-proton chain. Once four protons have joined, a helium nucleus is the result, consisting of two protons and two neutrons. The three steps of the proton-proton chain are detailed in Fig. 1.2.

A secondary process involving 14% of the light helium (\(^3\)He) fusing with heavier helium
Figure 1.1: The solar interior is divided into 6 distinct layers or zones. The core is the source of energy where fusion heats the dense plasma to around 15MK. Energy is transported into the radiative zone where radiative diffusion allows energy to pass to the higher levels. The convection zone is heated from the base, allowing convection currents to flow to the surface. Supergranulation cells in the photosphere are produced by highly dynamic plasma flows. Sunspots are also evident as magnetic flux emerges through the surface. The photospheric temperature drops to around 6000K. Immediately above the photosphere, the chromosphere and transition region undergoes rapid heating over a very short distance. Plasma temperature jumps three orders of magnitude to well over 1MK as the solar plasma reaches the corona. Diagram based on Kivelson & Russell (1995) and Lang (2001)
Figure 1.2: The proton-proton chain comprises of 3 stages. i) Two hydrogen nuclei (p₁ and p₂) are forced together to form a deuteron (deuterium nuclei), emitting a positron (e⁺) and an electron neutrino (νₑ). ii) A helium isotope (³He) is created after the collision of another proton, producing gamma radiation (γ). iii) In the final stage, two ³He nuclei combine to form a ⁴He nuclei, kicking off two protons in the process. Not all particles in the solar core are able to undergo the proton-proton chain, only the more energetic particles participate in this rare process. Diagram based on Lang (2001).

⁴He will go on to eventually form beryllium (⁸Be). Although its contribution to the total energy production of the Sun is small, this process is important when studying electron neutrino emissions as the νₑ released in this case is far more energetic than the νₑ emitted in the proton-proton chain (and has implications for the solar neutrino problem). Further details on these reactions can be found in Lang (2001).

Photons emitted from the core cannot directly travel from the Sun’s centre to the surface. Light, in a vacuum, has a velocity of $c=3\times10^{10}$ cm s⁻¹ and from solar core to the surface would take 2.3 seconds to travel. However, the gamma rays produced in the hot core cannot travel more than 0.09 cm without colliding with the opaque matter of the radiative zone. A series of scattering events causes energy to be leached from the photons as they
slowly make their way through the solar body, slowly decreasing their frequency. It can take several million years for photons to travel from the core to the photosphere as they undergo a “random walk” (Carroll & Ostlie, 1996), constantly being scattered and deflected. In this time, photon energy will decrease from gamma radiation, to X-ray and then toward visible frequencies as observed in the photosphere. Therefore, the light we see escaping from the photosphere was produced in the solar core millions of years ago. The only detectable tracers that can be observed within minutes of their creation in the solar core are the weakly interacting neutrinos produced by hydrogen and helium fusion (Fig. 1.2i).

Radiation is the dominant energy transfer mechanism within the radiative zone. Matter from the core to $0.75R_\odot$ remains relatively static. This is due to the high temperatures maintaining the matter in a plasma state. Plasma will readily absorb and re-emit electromagnetic radiation, so there can be no storage of energy and net motion of the plasma. In the cooler convection zone however, electrons are able to re-combine with the plasma. Atomic bonds are far more efficient at storing energy from radiation. Radiation cannot penetrate this barrier. The energy collected by the dense gas must therefore be transported down the temperature gradient by other means. Dynamic convection cells carry hot plasma toward the photosphere, where the plasma cools and sinks back into the solar body again. Convection zone plasma is continuously heated from the base (by the radiative zone) and energy is transported to the solar surface where the energy can be released. Convection cells form intricate patterns of granulation and groups of granulation known as supergranulation (see Fig 1.5).

The boundary between the radiative and convection zones is widely believed to be the dynamic layer where magnetic flux is generated. Dynamo theory governs the magnetic field production (Parker 1955 and Bray et al. 1991). Put simply, the differential (non-uniform) rotation of the convection zone interacts with the uniform rotation of
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the radiative zone, producing magnetic flux which feeds into the upper reaches of the solar body. The tachocline (Gough & McIntyre, 2001) indicates the layer of dynamo production in Fig. 1.1.

The differential rotation in the convection zone continually winds-up the magnetic flux as it rises toward the solar surface. As the Sun reaches solar maximum, the magnetic field is at its most stressed state, wrapped around the solar equator. It is during this period that the magnetic field is most deflected from its basic dipole configuration (see Figs. 1.3 and 1.4). Sunspot population can be expected to rise at this time. Solar flares and Coronal Mass Ejections (CMEs) may also result from this intense twisting of the solar magnetic flux (due to high occurrences of collisions between opposite polarity flux reconnecting). It can be expected that the solar wind configuration will become more chaotic, the fast wind (coronal holes) shifting from its normal polar configuration and the slow wind (streamer belt) shifting from its equatorial regions.

As magnetic flux emerges through the photosphere and chromosphere, the top layers of plasma are pushed aside to expose the cooler convection zone plasma. The evacuation of the plasma in the magnetic flux region leads to a buoyancy force which lifts the magnetic field up to the less dense regions of the solar interior. Buoyancy is the result of the simple pressure balance equation, \[ p_i + \frac{B^2}{8\pi} = p_e, \]
where \( p_i \) and \( p_e \) are the internal and external pressures respectively and \( \frac{B^2}{8\pi} \) is the associated magnetic pressure (Golub & Pasachoff, 1997). Dark spots, or sunspots, can result.

Figure 1.5 is a high resolution image of a sunspot. The sunspot consists of two very distinct parts, the innermost umbra (darkest, radiating at a temperature of 2200K) and outermost penumbra (less dark, radiating at a temperature of 3000K). Sunspots have lifetimes in order of hours, days, weeks and even months and the solar population of sunspots depends on the time of the solar cycle and solar latitude. Sunspots can usually be observed in pairs, each at opposite polarities, one leading and one trailing.
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Figure 1.3: Differential rotation of the Sun. The undisturbed, bipolar magnetic field configuration during solar minimum marks the start of the solar cycle (i). The faster rotation at the solar equator then *drags* the magnetic field around the solar body (ii) until the Sun approaches solar maximum where the buoyant magnetic flux is twisted to such an extent flares and highly dynamic coronal loops become commonplace across the Sun’s surface (*iii* and *iv*).

Figure 1.4: Two *SOHO* (EIT) 171Å images (two years apart) demonstrating the increase in solar activity. The image on the right clearly shows the increase of coronal loop activity due to the differential rotation *dragging* the magnetic field around the solar body (see Fig. 1.3). Source: [http://sohowww.nascom.nasa.gov/](http://sohowww.nascom.nasa.gov/)
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The proportion of the sunspot structure covered by umbrae and penumbrae depends on scale and lifetime. The penumbra may cover the majority of the spot, leaving a tiny central umbra, or the umbra may dominate (small, umbra dominating sunspots are known as ‘pores’). The penumbra will often have highly structured and dynamic filamentation projecting downwards, toward the umbra.

The period from solar minimum to solar maximum lasts approximately 11 years. The polarity of the Sun’s magnetic field then switches as the solar cycle reaches solar maximum, quickly followed by a period of calm before the whole process begins again. Therefore the complete solar cycle (time for two polarity ‘switches’) lasts approximately 22 years. It can be expected that the sunspot population will be at its highest during solar maximum. Figure 1.6 demonstrates the periodicity of the solar cycle in the form of a “butterfly diagram”. By plotting the distribution of sunspots with solar

![Figure 1.5: A high-resolution image of a sunspot, viewed with a 4305Å filter from the High Altitude Observatory (HAO) in Boulder, Colorado (USA). Detail of the sunspot’s umbra and penumbra can be seen with obvious granulation patterns covering the surrounding area. The field of view is 60000×38000km. Source: http://www.hao.ucar.edu.](image)
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Figure 1.6: The butterfly diagram. The top panel represents the proportion of the solar surface covered by sunspots against latitude and the bottom panel is the average daily sunspot area observed on the Sun. In this case, observations dating back to 1880 are presented. Source: http://science.nasa.gov.

latitude, a pattern resembling that of butterfly’s wings develops. From the top panel it can be deduced that as the solar cycle progresses, the sunspot distribution drifts toward the solar equator until solar maximum is reached after 11 years of activity.

Regardless whether the Sun is at minimum or maximum activity, the chromosphere has many observable features of interest. Huge loops of magnetic flux can often be found expanding into the corona trapping cool plasma. On the limb of the Sun these prominences will appear bright and highly structured. If observed in the disk, prominences will appear dark against the photospheric emission. Prominences observed in this manner are commonly known as filaments. On a smaller scale, jets of upflowing material, supported by magnetic flux, can be observed. These jets can reach many hundreds of kilometers above the photosphere, whereas prominences extend to the order of solar radii.
1.3 The Chromosphere and Transition Region

The solar transition region separates the cool chromosphere from the hot corona. All energy and matter that feeds the corona passes from the chromosphere and through the transition region. The chromosphere has a temperature of approximately 20,000K and lies above the photosphere. The transition region, very thin in comparison to the solar corona, appears almost as a discontinuity and separates the dense chromosphere from the tenuous corona. There is a sudden transition from neutral matter to highly ionized plasma and plasma temperature jumps three orders of magnitude. The mystery energy source must be powerful enough to rapidly energize solar plasma over a very small distance and pass through a transparent photosphere and chromosphere (Mariska, 1992). Figure 1.7 illustrates this dynamic region by plotting the average temperature-density model distribution for the quiet chromosphere and transition region (i.e. away from coronal holes and active regions). In this model, the photosphere extends from 100km to the temperature minimum (the dip in temperature profile at a height of 600km). In a purely radiative-convective solar atmospheric model the temperature would continue to decrease (as one would expect), but instead there is a sudden rise in temperature and drop in density indicating some form of nonradiative and/or momentum deposition mechanism. The generally accepted lower boundary of the chromosphere is at the temperature minimum, just above the photosphere.

The boundary between chromosphere and transition region is easy to define in Fig. 1.7. The temperature of the lower boundary of the transition region is approximately 25,000K (immediately above the step in temperature profile at around 20,000K). A temperature of 1MK is used by Mariska (1992) to define the lower limit of the coronal interface between corona and high transition region. Beyond 1MK, the heating becomes less intense, giving way to an increasingly isothermal corona. The height of the transition region is not uniform for the entire solar atmosphere. The height of the transition
region boundary may decrease over coronal holes and increase over active regions for example.

One of the most important forms of energy transfer/excitation in the transition region and chromosphere is collisional. As stated by Lenz (1999), the Debye Length is small in lower coronal regions (~1cm). Radiative forms of excitation are rare due to the lack of a strong radiative field at the wavelengths of important transition region ions (Mariska, 1992). The physics of Coulombic interactions are therefore incorporated in the model proposed in this thesis (Eq. 3.8 demonstrates the application of Coulombic interactions).

1.4 The Corona

The extended corona is obvious during total solar eclipses. During totality the corona will appear as a beautiful, bright and extended atmosphere reaching several solar radii into space. In the simplest view of the lower corona, magnetic flux falls into one of two
Figure 1.8: A cartoon generalising the region of interest. Many scales of coronal loop co-exist alongside open flux tubes. The loop footpoints are assumed to be anchored in the photosphere and penetrate the chromosphere, transition region and corona. Bold arrows represent possible plasma flow; black wavey lines represent possible wave propagation; orange lines represent plasma radiation.

categories. Magnetic field lines are either *open* or *closed* (Fig. 1.8). As magnetic flux is inextricably linked (or *frozen-in*) with solar plasma, both open and closed flux channel plasma away from the chromosphere. Open field lines are known to be the source of the solar wind, whereas closed lines form intricate loops of coronal matter trapped at low altitudes. Generally open field lines contain high velocity, tenuous plasma and closed field lines contain dense, strongly radiating plasma.

### 1.4.1 Open Field: The Solar Wind

The solar wind is characterised as a constant flow of plasma from the chromosphere into interplanetary space. Known to be *bi-modal*, the solar wind consists of two distinct streams. The *fast* solar wind (Neugebauer & Snyder, 1962) travels at velocities of between 700-900\(\text{km}\cdot\text{s}^{-1}\) (Axford & Mckenzie, 1997) and is associated with open magnetic
flux (i.e. coronal holes located in polar regions). The slow solar wind (Habbal et al., 1997) travels at velocities of between 300-400kms$^{-1}$ and is located above equatorial closed magnetic flux regions (i.e. the streamer belt).

1.4.2 Closed Field: Coronal Loops

In contrast, a coronal loop is magnetic flux fixed at both ends, threading through the solar body, protruding into the solar atmosphere. They are ideal structures to observe when trying to understand the transfer of energy from the solar body, through the transition region and into the corona. The cartoon in Fig. 1.8 generalises the region of interest. Many scales of coronal loops exist, neighbouring open flux tubes that give way to the solar wind and reach far into the corona and heliosphere. Anchored in the photosphere (a rigid, line-tied, anchor is assumed where the high-$\beta$ external plasma holds the loop footpoints in place), coronal loops project through the chromosphere and transition region, extending high into the corona.

Also, coronal loops have a wide variety of temperatures along their lengths. Loops existing at temperatures below 1MK are generally known as cool loops, those existing at around 1MK are known as warm loops and those beyond 1MK are known as hot loops. Naturally these different categories radiate at different wavelengths. Vourlidas et al. (2001) categorises these loop temperatures with associated observing band passes (refer to Fig. 1.9). Observational band passes are described in Section 1.5.

Coronal loops populate both active and quiet regions of the solar surface. Active regions on the solar surface take up small areas but produce the majority of activity and are often the source of flares and CMEs due to the intense magnetic field present. Aschwanden (2001) states that active regions produce 82% of the total coronal heating energy. Coronal holes are open field lines located predominantly in the polar regions of
Figure 1.9: Coronal loop temperature and the associated TRACE band passes. The terms cool (<1MK), warm (≈1MK) and hot (>1MK) loops are used throughout this thesis (Vourlidas et al., 2001).

the Sun and are known to be the source of the fast solar wind. The quiet Sun makes up the rest of the solar surface. As stated by Aschwanden (2004), the quiet Sun, although less active than active regions, is awash with dynamic processes and transient events (bright points, nanoflares and jets). As a general rule, the quiet Sun exists in regions of closed magnetic structures, active regions are highly dynamic sources of explosive events.

It is important to note that observations suggest the whole corona is massively populated by open and closed magnetic fieldlines. A closed fieldline does not constitute a coronal loop however, closed flux must be filled with plasma before it can be called a coronal loop. With this in mind it becomes clear that coronal loops are a rarity on the solar surface as the majority of closed flux structures are empty. This means the mechanism that heats the corona and injects chromospheric plasma into the closed magnetic flux is highly localised (Litwin & Rosner, 1993). The mechanism behind plasma fill-
ing, dynamic flows and coronal heating remains a mystery. The mechanism(s) must be
stable enough to continue to feed the corona with chromospheric plasma and power-
ful enough to accelerate and therefore heat the plasma from 6000K to well over 1MK
over the short distance from chromosphere, transition region to the corona. This is
the very reason coronal loops are targeted for intense study. They are anchored to the
photosphere, are fed by chromospheric plasma (Aschwanden, 2001), protrude into the
transition region and exist at coronal temperatures after undergoing intensive heating.

The idea that the coronal heating problem is solely down to some coronal heating mech-
anism is misleading. Firstly, the plasma filling overdense loops is drained directly
from the chromosphere. There is no coronal mechanism known that can compress
coronal plasma and feed it into coronal loops at coronal altitudes. Secondly, observ-
ations of coronal upflows (Saba & Strong, 1991, Spadaro et al., 2000, Winebarger
et al., 2002) points to a chromospheric source of plasma. The plasma is therefore chro-
mospheric in origin, there must be consideration of this when looking into coronal heat-
ing mechanisms. As pointed out by Aschwanden (2001), this is a chromospheric ener-
gization and coronal heating phenomenon possibly linked through a common mecha-
nism.

1.5 Observing Coronal Loops

Many strides have been made by ground-based telescopes (such as the Mauna Loa Solar
Observatory, MLSO, in Hawaii; MacQueen et al. 1998) and eclipse observations of the
corona, but to escape the obscuring effect of the Earth’s atmosphere, space-based observ-
vations have have become a necessary evolution for solar physics. Beginning with the
short (7 minute) Areobee rocket flights in 1946 and 1952, spectrograms measured solar
EUV and Lyman-α emissions (Aschwanden, 2004). Basic X-ray observations were at-
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tained by 1960 using such rockets. The British *Skylark* rocket missions from 1959-1978 also returned mainly X-ray spectrometer data (Boland *et al.*, 1975). Although successful, the rocket missions were very limited in lifetime and payload. During the period of 1962-1975, the satellite series *Orbiting Solar Observatory* (*OSO-1* to *OSO-8*) were able to gain extended EUV and X-ray spectrometer observations. Then in 1973, *Skylab* was launched and began a new multi-wavelength campaign which typified future observatories (Vaiana *et al.*, 1973, Bray *et al.*, 1991). This mission only lasted a year and was superceded by the *Solar Maximum Mission* (Strong *et al.*, 1999) which became the first observatory to last the majority of a solar cycle (from 1980-1989). A wealth of data was accumulated across the whole range of emission.

The solar community was rocked by the launch of *Yohkoh* (Solar A) from Kagoshima Space Centre (Southern Japan) in August 1991. It was lost on 14th December 2001 due to battery failure, but revolutionised X-ray observations in its decade of operations. *Yohkoh* (or ‘Sunbeam’) orbited the Earth in an elliptical orbit, observing X-ray and gamma-ray emissions from solar phenomena such as solar flares. *Yohkoh* carried four instruments. The Bragg Crystal Spectrometer (BCS), the Wide Band Spectrometer (WBS), the Soft X-Ray Telescope (SXT) and the Hard X-Ray Telescope (HXT) were operated by a consortium of scientists from Japan, USA and UK. Of particular interest is the SXT instrument for observing X-ray emitting coronal loops.

The SXT instrument observed X-rays in the 0.25-4.0keV range, resolving solar features to 2.5 arc seconds with a temporal resolution of 0.5-2 seconds. SXT was sensitive to plasma in the 2-4MK temperature range (as demonstrated in the full-disk image in Fig. 1.10), making it an ideal observational platform to compare with data collected from *Transition Region And Coronal Explorer* (*TRACE*) coronal loops radiating in the EUV wavelengths (Aschwanden, 2002a).

The next major step in solar physics came at the launch of the *Solar and Heliospheric
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Figure 1.10: A full-disk image of the X-ray emitting Sun as observed by the SXT instrument on board Yohkoh. Source: http://ydac.mssl.ucl.ac.uk/ydac/.

*Observatory (SOHO)* in December 1995 from Cape Canaveral Air Station in Florida, USA. *SOHO* originally had an operational lifetime of two years. The mission was extended to March 2007 due to its resounding success allowing *SOHO* to observe a complete 11 year solar cycle. *SOHO* continually faces the Sun holding a slow orbit around the First Lagrangian Point (L1) where the gravitational balance between the Sun and Earth provides a stable position for *SOHO* to orbit. *SOHO* is continually eclipsing the Sun from the Earth at a distance of approximately 1.5 million kilometres.

*SOHO* is managed by scientists from the European Space Agency (ESA) and NASA. Comprising of more instruments than both *TRACE* and *Yohkoh*, this large solar mission was designed to look at the chain from the solar interior, the solar corona to the solar wind. *SOHO* has 12 instruments on board including the Coronal Diagnostic Spectrometer (CDS), the Extreme ultraviolet Imaging Telescope (EIT), the Solar Ultraviolet
Figure 1.11: A full-disk image of the chromospheric network (304Å) as captured by the EIT instrument onboard SOHO. A cool solar prominence is evident to the left of the image. Source: http://umbra.nascom.nasa.gov/eit/.

Measurements of Emitted Radiation (SUMER) and the UltraViolet Coronagraph Spectrometer (UVCS) which are all used extensively in the study of the transition region and corona.

The EIT instrument is used extensively in coronal loop observations. EIT images the transition region through to the inner corona by utilising four band passes, 171Å FeIX, 195Å FeXII, 284Å FeXV and 304Å HeII (Fig. 1.11), each corresponding to different EUV temperatures, probing the chromospheric network (304Å at $T \sim 20,000$K) to the lower corona (171Å at $T \sim 2$MK).

The Transition Region And Coronal Explorer (TRACE) was launched in April, 1998 from Vandenberg Air Force Base as part of NASA’s Goddard Space Flight Center Small Explorer (SMEX) project. The small orbiting instrument has a 30×160cm, 8.66m focal length Cassegrain telescope with a 1200×1200px CCD detector. The timing of the
launch was planned to coincide with the rising phase of the solar maximum. Observations of the transition region and lower corona could then be carried out in conjunction with SOHO to give an unprecedented view of the solar environment during this exciting phase of the solar cycle.

Due to the high spatial (1 arc second) and temporal resolution (1-5 sec), TRACE has been able to capture highly detailed images of coronal structures, whilst SOHO provides the global (lower resolution) picture of the Sun. Figure 1.12 is such an example of the fine detail imaged by TRACE. Figure 1.13 is a series of images taken by TRACE over the course of 24 hours. This campaign demonstrates the observatory’s ability to track the evolution of steady-state (or quiescent) coronal loops.

TRACE utilizes filters that are sensitive to electromagnetic radiation in the 171 Å FeIX, 195 Å FeXII, 284 Å FeXV, 1216 Å HI, 1550 Å CIV and 1600 Å range. Of particular
Figure 1.13: An active region as observed by the TRACE 171Å filter over 24 hours on 26 July 1998 (Lenz, 2004). During this sequence of images, no appreciable change in coronal loop morphology is obvious. The loops are therefore deemed to be quiescent.
interest are the 171Å, 195Å and 284Å band passes as they are sensitive to the radiation emitted by quiescent coronal loops.

All of the above space missions have been highly successful in observing strong plasma flows and highly dynamic processes in coronal loops. For example, SUMER observations suggest flow velocities of $5 - 16 \text{km s}^{-1}$ in the solar disk (Spadaro et al., 2000), other joint SUMER/TRACE observations detect flows of $15-40 \text{km s}^{-1}$ (Winebarger et al., 2002). Very high velocities have been detected by the Flat Crystal Spectrometer (FCS) on board the Solar Maximum Mission where plasma velocities were found in the range of $40 - 60 \text{km s}^{-1}$ (Saba & Strong, 1991). Dynamic coronal loops are commonplace over the solar surface in both active and quiet regions. Steady plasma flow may be a key component to these observed “overdense” loops (Winebarger et al., 2002). Overdense coronal loops are structures that are observed to be several orders of magnitude more dense than expected from hydrostatic models (Rosner et al., 1978, Winebarger et al., 2003). The converse is true for X-ray coronal loops where the plasma density is found to be “underdense” when compared with hydrostatic models (Kano & Tsuneta, 1996).

### 1.6 Coronal Loop Analysis

This section will briefly outline some of the current ideas that have arisen from observations of the lower corona. Coronal loops possess a wealth of information about the fundamental properties of our star’s hot atmosphere, this is why such scrutiny is applied to the interpretation of data returned from instruments described previously in Section 1.5.

Observed EUV (warm) loops are generally isothermal along their lengths (Neupert et al., 1998, Lenz et al., 1999, Aschwanden et al., 2000a) and are heated non-uniformly. Much work has been carried out to define where heating occurs and how quickly the
mystery heating mechanism dissipates and heats the coronal loop plasma. Isothermal loops are a result of non-uniform heating (Serio et al., 1981) but not of uniform heating (Rosner et al., 1978). Aschwanden et al. (2001) states that non-uniform heating can be expected in both active and quiet Sun regions. X-ray (hot) loops on the other hand have generally been observed to have a temperature maximum at the loop apex (Kano & Tsuneta, 1996) suggesting focused heating at the loop top.

In an attempt to understand the isothermal nature of some observations of EUV coronal loops, Schmelz et al. (2005) carries out a study using the CDS instrument on SOHO. The coronal loop is observed through 12 band passes, sensitive to the wavelengths of a range of ions from the hottest (and clearest) MgIX to FeXVI. Cooler plasma can be seen emitting in the OV, NeVI and CaX band passes. These are observations of one coronal loop, suggesting loops possess a multi-thermal nature, not only along the line of sight, but along the length of the coronal loop. Many observations suggest EUV loops are in fact approximately isothermal along their coronal lengths (Lenz et al., 1999), but there is a debate that suggests the analysis of coronal loop TRACE data may be flawed (Schmelz et al., 2001, Martens et al., 2002, Schmelz, 2002, Aschwanden, 2002). Warren et al. (2002) and Del Zanna & Mason (2003) highlight the difficulty of measuring the localised emission from coronal loops. As the observation is taken remotely, there will be contributions to the total emission along the Line Of Sight (LOS). There will therefore be errors in results. It can however be argued that the overdense loop plasma is radiating sufficiently to swamp any LOS contribution by tenuous extended corona plasma.

Weber et al. (2005) build on work by Schmelz et al. (2005) and conclude that there is a statistical bias in the generally used “filter ratio method” toward isothermal temperatures along EUV loops and state the need for further coronal loop models. By disputing the commonly understood characteristic of EUV loops having isothermal structures, the
possibility of multi-thermal, non-isothermal coronal loops must be considered. In support of this, TRACE images show coronal loops consisting of bundled and fine strands (many small-scale, and often sub-resolution, “fibrils” of magnetic flux bundled together to form a coronal loop). Pre-TRACE observations have been unable to distinguish between the fine structure and large-scale emission from the loop due to a shortfall in spatial resolution. Since 1998, TRACE has transformed our understanding of the fine structure of coronal loops. Coronal loop fibrils are thought to have differing temperature profiles, even when coexisting in a very confined environment (Reale et al., 2000, Aschwanden, 2002), so this may be an important factor to bear in mind when observing loops. For instance, Reale et al. (2000) model 6 thin parallel hydrostatic filaments. Due to minimum transmission of heat across fieldlines, each filament remains insulated from their neighbour. Once the temperature profile for each filament is summed together, a total temperature profile can be arrived at. This study finds that 6 filaments of different temperature profiles ($T=0.8-5\text{MK}$) can indeed produce a large-scale isothermal coronal loop remaining at approximately $1\text{MK}$ for the coronal section. This simple simulation may help in the understanding as to why some studies suggest non-isothermal loops and others strongly suggest isothermal loops.

Kano & Tsuneta (1995) investigates the relationship between coronal loop length, pressure and maximum temperature and find a similar scaling law to classical models (e.g. Rosner et al. 1978) and find similar apex heating of coronal X-ray loops (as observed by Yohkoh). Generally it would appear X-ray (Yohkoh) loops fulfill the criteria outlined by authors such as Rosner et al. (1978) but EUV (TRACE) loops do not. Winebarger et al. (2002) highlight the role of plasma flow around EUV loops and emphasises that loop dynamics are likely to play a very important role in any proposed heating mechanism. From previous studies it is obvious that X-ray and EUV loops have contrasting characteristics. Klimchuk et al. (2003) states that hot ($>2\text{MK}$) coronal loops as observed by Yohkoh are underdense (when compared with equilibrium theory) and
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quasi-static whereas warm (1MK) coronal loops as observed by TRACE and EIT tend to be overdense and dynamic. The loops are found to be underdense when they are hot (as they cool primarily by conduction) and overdense when they are warm (as they cool primarily by radiation). This finding is supported by Winebarger et al. (2003), but suggest the two classes of coronal loop may be heated by different heating functions or indeed by different heating mechanisms (although Klimchuk et al. 2003 attributes both classes to nanoflare heating).

1.7 Discussion

This chapter overviews the Sun’s dynamic nature by detailing how energy is generated and how it influences the evolution of coronal loops. Section 1.2 to 1.4 follows the energy transport from solar core to solar surface where the strong relationship between coronal plasma and magnetic field is introduced. Somehow the corona is heated two orders of magnitude hotter than the chromosphere (as observed by the advanced armada of observational platforms, Section 1.5), the relationship between coronal plasma and magnetic flux must therefore be investigated as a possible cause to the coronal heating problem. Coronal loops will always be the source of intense study as they are highly observable (dense and bright when compared the tenuous extended corona) and will be open to debate until in-situ observations are possible in the corona (Section 1.6).

Without delving into the details of data analysis, the following chapters will attempt to explain how dynamic quiescent loops may be heated by a simple hydrodynamic coronal loop model. A range of coronal loop heating profiles can be attributed to MHD wave propagation and dissipation providing some answer as to how isothermal and non-isothermal loops may be heated by the same mechanism.
Chapter 2

Alfvén Waves and Turbulence in Coronal Loops

2.1 Introduction

Coronal loops are closed magnetic structures feeding into the base of the corona providing a link from the inner Sun to the corona. The biggest issue when gaining measurements of plasma parameters in coronal loops is that there can be no in-situ measurements. All observations are taken remotely due to the extreme temperatures physically limiting the distance any solar probe can get to the Sun. Coronal loop plasma parameters are therefore open to debate. The basic parameters such as density, velocity and temperature can be measured from observables such as radiation and Doppler broadening of spectral lines, but we lack direct measurements of magnetic field strength, turbulence, electric currents and wave activity. All these parameters must be inferred from complex numerical models and solar averages, increasing the ambiguity in coronal understanding.

This chapter relates coronal observations over the years with proposed coronal heating mechanisms. The interaction between Alfvén wave and coronal loop plasma is the main focus of this thesis but a broad understanding of other mechanisms is required to com-
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plete our knowledge. Section 2.2 quickly introduces Alfvén waves and their relation to other natural wave modes in coronal plasmas and overviews the mechanism of ion cyclotron resonance. Section 2.3 describes the proposed turbulent mechanism responsible for the cascade of wave energy in the solar wind and argues how it may operate in highly conductive coronal loops. Section 2.4 investigates how non-thermal velocities observed in the chromosphere and transition region may be related to MHD activity, thus providing an observable to measure Alfvén wave activity low in the corona. Section 2.5 overviews current models and observations of turbulence-driven coronal loops, highlighting the strengths and weaknesses of our current understanding of this complex issue. Section 2.6 completes this chapter by giving a brief assessment of other models and how they may influence work with the turbulent loops in this study.

2.2 Alfvén Waves and Ion Cyclotron Resonance

As one would expect, waves will readily propagate along magnetic flux. There is a range of natural wave modes present in magnetised fluids which have massive implications for the plasma parameters. One of the most fundamental and important waves to propagate in coronal plasma (and laboratory plasma alike) is the Alfvén wave (Alfvén, 1947).

Magnetosonic waves are driven by a pressure gradient and propagate in all directions. Alfvén waves are not driven by a pressure gradient and the direction of propagation is restricted by the magnetic field. Alfvén waves also do not cause density fluctuations, it is for this reason that Alfvén waves are difficult to detect. Alfvén wave propagation is given away by velocity perturbations correlating with magnetic fluctuations. Alfvén wave activity can also be detected when (in the high-frequency range) interacting with coronal particles.
An excellent review on MHD waves in the corona and the solar wind by Tu & Marsch (1995) examines early evidence of Alfvén wave activity. Belcher & Davis (1971) and Marsch et al. (1982) report early observations of the signature of Alfvén waves populating the solar wind. $\alpha$-particles (He nuclei) were found to be moving faster than protons and the velocity difference between $\alpha$-particles and protons approximated the local Alfvén velocity (known as differential streaming). The local Alfvén velocity ($v_A$) is given by

$$v_A = \frac{B_0}{\sqrt{\mu_0 \rho}}$$

(2.1)

where $B_0$ is the magnetic field, $\mu_0$ is the permeability of free space and $\rho$ is plasma density. This suggests that solar wind ions are being preferentially accelerated. As an analogy, ions are surfing on propagating Alfvén waves, exhibiting a velocity difference approximating that of the wave velocity (Isenberg & Hollweg, 1983). Reisenfeld et al. (2001) confirms a relationship between $v_A$ and $v_{\alpha p}$ from Ulysses data, but finds $v_{\alpha p}$ to be lower than $v_A$. It is important to note that $v_{\alpha p}$ is closely correlated with the variations in $v_A$.

Further evidence for the existence of Alfvén waves populating the corona is provided by Ulrich (1996) where a systematic search for magnetic field oscillations is carried out. Using the Mount Wilson Observatory magnetograph (California, USA), magnetic and velocity oscillations can be measured. Ulrich finds that the 5-minute oscillations observed have typical Alfvénic characteristics and originate from the periodic shaking of coronal loop footpoints (Ionson, 1978). The phase relation between velocity and magnetic variation is very close to what would be expected for a flux of outward propagating Alfvén waves in the corona.

Before the postulated mechanism of ion cyclotron resonance is explained, we must ex-
Chapter 2. Alfvén Waves and Turbulence in Coronal Loops

explore Alfvén waves, how they are generated and how they can be understood to interact with coronal plasma.

### 2.2.1 Alfvén Waves

By linearising the continuity equation, momentum equation and Faraday’s Law from Maxwell’s equations, one can include a small perturbation in the plasma. Compressible (driven by a pressure gradient) and non-compressible (driven by magnetic tension) wave propagation both result. With the assumption we are dealing with a plane wave propagating in the $x$ direction, oscillations will take the form of $e^{ikx}e^{-i\omega t} = e^{i(kx-\omega t)}$, where $k = 2\pi/\lambda$ and $\omega = 2\pi f$. Two independent solutions are possible from the roots of the dispersion relation. These roots provide expressions for the phase velocity for MHD waves in a “cold”, or low-$\beta$ plasma ($v_A \gg v_S$)

\[
\left(\frac{\omega}{k}\right)^2 = v_A^2 \cos^2 \theta \tag{2.2}
\]

and

\[
\left(\frac{\omega}{k}\right)^2 = v_A^2 \tag{2.3}
\]

Eq. 2.2 is known as the shear Alfvén wave and Eq. 2.3 is known as a compressional Alfvén wave. The shear Alfvén wave does not change the plasma density as the fluid is set in motion in the direction perpendicular to $B$ and $k$ plane. The compressional Alfvén wave changes the fluid density by setting the plasma in motion within the $B$-$k$ plane (gas pressure and magnetic pressure fluctuations are also in phase signifying this mode is also a fast mode wave).

The group velocity ($v_g$) of these waves provide a physical meaning as to the propagation
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of energy. By simply looking at the vectors in the direction of \( \hat{k} \) and \( \hat{B} \) the direction of propagation becomes obvious. For the shear wave, \( v_g = v_A \hat{B} \) and for the compressional (fast) wave \( v_g = v_A \hat{k} \). This means, in the case of the shear wave, that energy (and information) is strictly guided by the background magnetic field (even when \( \theta \) directs the phase fronts in an arbitrary direction). The compressional wave is able to propagate in all directions without any such restriction.

High-\( \beta \) ("warm") plasmas have their associated wave modes too, but will not be detailed here as magnetic pressure dominates in the corona and this thesis only assumes low-\( \beta \) plasma. More specifically, the parallel propagating Alfvén wave is used in the model outlined in this study as Alfvén waves have very useful qualities when trying to explain the mechanism that may be heating coronal loops and the extended corona. One such property focuses on the interaction between high frequency Alfvén waves and ions (or protons). This mechanism is known as ion cyclotron resonance.

2.2.2 Ion Cyclotron Resonance

The resonant condition between the wave and plasma species is

\[
\omega (k_{\parallel}) - k_{\parallel} v_{\parallel} = \pm \Omega_s
\]  

(2.4)

The \( \pm \) sign in Eq. 2.4 refers to the polarity of the wave, ‘–’ for right-hand (whistler mode) waves and ‘+’ for left-hand waves. \( \omega \) is the wave frequency, \( k_{\parallel} \) the wave number (parallel to \( B_0 \)), \( v_{\parallel} \) is the wave velocity and \( \Omega_s \) is the plasma species gyrofrequency.

Resonance between Alfvén wave and particle can only be achieved if the wave \( (a) \) has a frequency \( (\omega) \) matching that of the gyrating particle \( (\Omega) \) and \( (b) \) a polarisation matching that of the direction of particle gyration. Figure 2.1 demonstrates that, as the Alfvén
wave propagates, its electric field ($\mathbf{E}$, perpendicular to $\mathbf{B}$) traces a spiral path. As one would expect, if a charged particle is injected into an electric field, depending on the sign of its charge, it will be accelerated. If resonance is achieved (fulfilling both of the conditions ($a$) and ($b$) mentioned above), one can expect the gyrating particle to experience an increase in its Larmor radius. This interaction may lead to significant acceleration and therefore heating.

Ion cyclotron resonance is the suspected mechanism driving the temperature anisotropy as observed in the solar wind. By measuring the ratio of the coronal plasma’s parallel and perpendicular (to the magnetic field) temperatures ($T_{\perp}/T_{\parallel}$), an anisotropy may result. If $T_{\perp}/T_{\parallel} > 1$ it is evident that the plasma ions are being accelerated perpendicular to the magnetic field signifying passage of resonant waves (as the electric field of the propagating wave precesses around the magnetic flux perpendicular to the direction of propagation, Fig. 2.1). Interestingly, in the extended solar wind, Li et al. (1999) suggest that modelled ion cyclotron resonance may be responsible for observations that show $T_{p,\perp} \gg T_{p,\parallel}$ in the inner corona and $T_{p,\perp} < T_{p,\parallel}$ at 1AU. Li et al. assume low-frequency Alfvén waves carry most of the energy to heat the fast solar wind and must undergo a non-linear cascade process so energy can be transported to the high frequency resonant waves.

Ion cyclotron resonance has been extensively studied in the solar wind (Tu & Marsch, 1995, Allen et al., 2000, Liewer et al., 2001, Li, 2002) and is very successful in accounting for observed characteristics of protons and heavier ions. However, as discussed by Habbal & Woo (2004), the heating of electrons remains problematic as modelled electron temperatures are lower than observation.

The velocity and magnetic fluctuations in the solar wind are correlated and the non-compressive nature of the fluctuations uncover Alfvénic interactions (Belcher, 1971, Belcher & Davis, 1971). This phenomenon is not restricted to the open flux of the solar
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Figure 2.1: The principal of ion cyclotron resonance.

wind however. The highly magnetised and conductive environment of closed mag-
netic structures readily exhibit Alfvén wave propagation. As stated by Hollweg (1986),
waves will propagate symmetrically around coronal loops promoting the development
of turbulence and non-linear heating mechanisms (Section 2.3).

2.2.3 Mode Coupling, Phase Mixing and Resonant Absorption

The idea that Alfvén waves heat the corona is not only restricted to ion cyclotron reso-
nance, there must be an awareness that coronal heating may be attributed to more than
one wave heating process.

It is well known that magnetic flux footpoints undergo an intense expansion in cross
section from photosphere to corona. Bray et al. (1991) states that as the density sharply
decreases, the magnetic flux flares out causing a change in waves propagating along
the flux. The original wave mode may split into a mixture of modes in response to the
change in local conditions. This is known as mode coupling. It is understood that Alfvén
waves become partially longitudinal as they encounter field curvature. This longitudinal
component will act locally as a highly dispersive fast mode wave, thus amplifying the
Phase mixing and resonant absorption are two other possible mechanisms transferring wave energy to plasma (Ionson, 1978, Heyvaerts & Priest, 1983, Erdélyi, 2005). As one would expect, the magnetic flux is likely to be highly structured across the solar surface, varying the magnetic field from point to point. Heyvaerts & Priest (1983) describe the theorised mechanism of phase mixing that can arise from structuring of magnetic flux. One field line may be situated next to another field line of differing strength. As Alfvén waves propagate along the flux, different frequencies will exist and move out of phase with one another. A gradient of Alfvén velocity will appear across the fieldlines, high \( v_A \) in regions of strong magnetic flux, low \( v_A \) in regions of weak magnetic flux (Fig. 2.2a). This gradient may cause phase mixing of wave fronts, dissipation and therefore heating. As the magnetic flux expands exponentially into the corona, this effect is amplified by the exponentially increasing \( k \) of the propagating waves. Phase mixing appears to be an excellent mechanism for the dissipation of MHD wave energy in open flux regions such as the solar wind (Erdélyi, 2005).

Resonant absorption may also contribute to the coronal heating phenomenon (Ionson, 1978, Walsh & Ireland, 2003). In this case, MHD waves propagate along the surface of bundled magnetic flux (in a coronal loop or open flux tube for example). Energy from the surface MHD waves pass perpendicular to direction of propagation, exciting natural modes of oscillation in neighbouring fieldlines of different \( B_0 \) and \( v_A \) (Fig. 2.2b). This will have a damping effect on the propagation of the surface MHD wave as its energy is transmitted through the resonant layers. Heating will result. Resonant absorption may also lead to phase mixing as a gradient will be set up through the layers of bundled flux, enhancing the heating process.

For the above two energy dissipation mechanisms, there must be a process that decreases the length scales so energy can be transferred from wave to plasma. For heating
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Figure 2.2: a) Phase mixing. Magnetic field lines of different strengths exhibiting a gradient in $v_A$. In this figure, $B_0$ increases in strength from left to right. b) Resonant absorption. A surface Alfvén wave transmits energy perpendicular to the direction of propagation (horizontal arrows), exciting the neighbouring flux’s natural modes of oscillation, absorbing wave energy. Vertical dashed lines represent non-resonant flux.

to occur, from both phase mixing and resonant absorption, length scales in order of kilometers must be attained to make dissipation possible (Abdelatif, 1987).

2.2.4 Alfvén Wave Generation

The discovery that Alfvén waves do indeed propagate in the extended corona led to the discussion as to where these waves originate and how they are generated. The waves in this study are assumed to originate from a photospheric loop footpoint. It is widely believed that MHD waves exist in the chromosphere and transition region due to the signature of non-thermal velocities measured by instruments such as SUMER (see Section 2.4), leading to the thought that MHD wave generation may begin near the surface of the Sun. Ionson (1978) theorises oscillations generated in the chromosphere, with a required velocity of $6\text{km}s^{-1}$, will propagate MHD waves into the corona of sufficient energy to explain the observed heating (through resonant absorption). Ulrich (1996) postulates that footpoint oscillations may cause the propagation of Alfvén waves high into
the corona. Observations by Muller et al. (1994) imply the corona may be heated very efficiently by turbulent granular motions generating MHD waves in the photosphere. By observing the motions of network bright points and assuming they are associated with magnetic flux, Muller et al. gain results suggesting the photospheric magnetic flux has turbulent motion with velocities up to 3km$s^{-1}$. Known as \textit{footpoint shuffling} (Parker, 1987), magnetic flux motions may be associated with the footpoints of coronal loops, generating MHD waves at photospheric altitudes.

Alternative views on Alfvén wave generation include the possibility of \textit{velocity shear} on current sheets near the surface of the Sun, generating inward and outward propagating waves (Belcher & Davis, 1971). Matthaeus & Goldstein (1983) suggest the existence of a ‘minority species’ mechanism producing outward propagating waves. The theorised mechanism of Alfvén wave generation is out of the scope of this work however and is worthy of more detailed study. The fact remains that Alfvén waves are generated near the solar surface and evidence of this can be attributed to the non-thermal motions measured by modern observatories.

\section*{2.3 Non-Linear Turbulent Cascade}

Turbulence is common in nature and the solar environment is an excellent laboratory to study turbulent flow. Plasma in the solar wind undergoes turbulence on all scales, energy from plasma waves cascade, dispersing the energy and heating the corona through a dissipation process such as ion cyclotron resonance. Turbulent systems organise themselves in similar patterns of eddies, vorticies and flows no matter what scale (spatial and temporal) they are viewed at. This \textit{self-similar} behaviour is characteristic of a chaotic system; unpredictable analytically but exhibiting a pattern nonetheless. Turbulent systems are also very sensitive to initial conditions. No turbulent flow can be the same,
they develop non-linearly. If a data set is acquired of magnetic fluctuations in the solar wind for the period of a year, say, and compared with a data set over the course of a day or even an hour (assuming the instrument observing is sensitive enough), there will be very little difference in the patterns displayed. The magnetic variations are self-similar regardless of scale. This is some indication of the turbulent processes at work in the solar wind. This behaviour is also thought to exist in coronal loops (although *in-situ* measurements to verify this are not possible).

From *in-situ* observations of the solar wind, turbulence can be detected when analysing the measured spectra of magnetic fluctuations. Figure 2.3 demonstrates the increase in wave number ($k$) when assuming the energy spectrum is from Alfvén waves interacting non-linearly. Figure 2.3 is a generalisation of results gained from the *Helios 1* (Tu & Marsch, 1995) mission where magnetic fluctuations were measured. Beginning in the “energy containing” range, the waves are mainly non-interacting Alfvénic and freely propagating in the solar wind. As $k$ increases, interactions between outward propagating and inward propagating waves become possible, promoting the formation of turbulence, cascading wave energy to higher frequency waves. This is known as the “inertial range” (Matthaeus & Goldstein, 1982, Hollweg, 1986). As $k$ increases, energy is lost from the dissipating waves as momentum is transferred from the wave to the plasma. As wave frequency approaches the gyrofrequency of the plasma, resonance occurs (through a process such as cyclotron resonance), heating and accelerating the plasma (Section 2.2). This is known as the “dissipation range”. Wave energy is lost very quickly during resonance, so wave flux must be high and the turbulent cascade must be extensive.
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Figure 2.3: Summary plot of data collected by a range of observations, namely the study by Tu & Marsch (1995) where data from the Helios 1 mission is evaluated. The $k^b$ slope represents the inertial range where energy is cascaded to higher wavenumbers. The dissipation range is represented by a steeper $k^c$ slope where ion cyclotron resonance dissipates wave energy into the plasma.

2.3.1 Kolmogorov vs. Kraichnan

By analysing the slope of the inertial range of a magnetic spectrum, a measure of the length scales of turbulence and the speed of energy cascade within a medium can be arrived at. The inertial range is not influenced by external input or output. This means that the turbulence creating a given spectra is supported solely by internal nonlinear dynamics, not by external turbulence driving the system or some dissipation mechanism releasing energy. The inertial range supports its own non-linear cascade.

It is generally agreed that there are 3 regimes of turbulence at work in the corona (see Chae et al. 1998 for discussion), each depending on the dominance of plasma velocity or dominance of the magnetic field and each demonstrating a different inertial range slope. The two regimes of most relevance are selective decay (Gómez & Ferro Fontán, 1988) and dynamic alignment (Heyvaerts & Priest, 1992). The Navier-Stokes regime (where kinetic energy dominates) will not be discussed as we are dealing with
a magnetic corona. Direct measurements of turbulence in the solar wind have been taken, but no direct measurements of turbulence are available in the corona or transition region. It is still not known which regime dominates, so many turbulence simulations model both Kolmogorov and Kraichnan turbulence scales (Chae et al., 1998, Li et al., 1999).

In the case of selective decay, magnetic energy dominates, in the case of dynamic alignment, there is an equipartition between magnetic and kinetic energies. A generally agreed characteristic of a non-linear cascade (in the selective decay regime) is that the slope of the inertial-range will tend to $k^{-5/3}$ and is known as the Kolmogorov cascade rate (Kolmogorov, 1941). The $k^{-5/3}$ decay of turbulence energy is typical of a hydrodynamic system. However when considering magnetohydrodynamic systems, although similar arguments and assumptions can be made from the Kolmogorov regime, Kraichnan (1965) finds as the sub-inertial wavenumbers exceed the total energy in the inertial range, the slope tends to a $k^{-3/2}$ rule. This occurs in the dynamic alignment regime and is known as the Kraichnan cascade rate.

The energy spectrum in any nonlinear system can be described as

$$k^a_{\text{containing}} < k^b_{\text{inertial}} < k^c_{\text{dissipation}}$$  \hspace{1cm} (2.5)

where $k$ represents the 3 sections of the energy spectrum in Fig. 2.3. The values of $a$, $b$ and $c$ get progressively greater, indicating progressively steeper slopes as we move to higher wavenumbers in the spectrum. It can be expected that $b = -5/3$ for the Kolmogorov regime and $b = -3/2$ for the Kraichnan regime. How these cascade rates are arrived at requires an understanding of how the microscopic interactions between turbulent “eddies” pass energy to higher wave numbers. In the case of dynamic alignment, Elsässer variables are used to explain these interactions due to the Alfvénic nature of
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the eddies.

2.3.2 Elsässer Variables

Alfvén waves cannot undergo a non-linear turbulent cascade by themselves, there must be some interaction between counter propagating waves. As we are dealing with MHD turbulence theory in an incompressible plasma, the most important wave mode is the Alfvén mode. The basic perturbed plasma equations must therefore be scaled into Alfvén units.

If wave propagation is purely Alfvénic, Eq. 2.1 becomes
\[ \delta v = \pm \frac{\delta B}{\sqrt{4\pi \rho}}, \]
where \( \delta v \) and \( \delta B \) are fluctuations in the velocity and magnetic field respectively. This does not promote the development of a non-linear cascade as it represents the propagation of a wave in one direction. Non-linear interactions are only possible if there is an interaction between inward and outward propagating waves, breaking the relationship,
\[ \delta v \neq \pm \frac{\delta B}{\sqrt{4\pi \rho}}. \]

Elsässer (1950) derived the Elsässer variables to explain the nature of inward and outward propagating Alfvén wave contributions to a turbulent cascade of energy. For a full review of Elsässer variables refer to Bruno & Carbone (2005). In brief, the Elsässer variables \( (z^\pm) \) are defined as

\[ z^\pm = v \pm \frac{b}{\sqrt{4\pi \rho}} \]  

(2.6)

where \( v \) is the proton velocity and \( b \) is the magnetic field in an inertial reference frame. The \( \pm \) sign in front of \( b \) is decided by the wave direction, counter-intuitively minus \( (-k \cdot B_0) \) for outward propagating waves and plus \( (+k \cdot B_0) \) for inward propagating waves. However, this is confusing and the magnetic field vector, \( B_0 \), is rotated 180°
when directed away from the Sun. Therefore a wave with a ‘–’ sign will always be an inward propagating wave and a wave with a ‘+’ sign will be outwardly propagating regardless of the direction of the magnetic field vector.

A complete description of the interacting waves can be arrived at when \( b \) is normalised by \( \sqrt{4\pi\rho} \) (\( b \) will be measured in Alfvén units). Equation 2.6 will become \( z^\pm = v^\pm b \). The velocity field will be \( v = (z^+ + z^-)/2 \) and magnetic field will be \( b = (z^+ - z^-)/2 \).

The MHD equations must also be normalised with respect to the Alfvén time (\( \tau_A \)), so the parameters (length, time, magnetic field and pressure) are treated as

\[
\frac{s}{L} \rightarrow s, \quad \frac{t}{\tau_A} \rightarrow t, \quad \frac{b}{B_0} \rightarrow b, \quad \frac{p}{(\rho_0 v_A^2)} \rightarrow p \tag{2.7}
\]

From this, the second order moments such as kinetic energy, magnetic energy, \( z^+ \) or \( z^- \) energies and the normalised MHD equations can be derived.

If we assume that the dynamics of the turbulent cascade is due to the non-linear interaction and scattering of Alfvén waves, the system will relax into an aligned state (Dobrowolny et al., 1980, Biskamp, 2003). The \( z^+ \) and \( z^- \) components will only interact non-linearly with one another (there are no self-interactions). Only Alfvén waves propagating in opposite directions will interact, but how is the energy cascaded to smaller scales, decaying the turbulence formed by these interacting waves?

Two timescales are at work when considering the cascade of energy, the Alfvén time (\( \tau_A = l/v_A \)) and the time it takes for a wave packet (\( \delta z^+ \), also known as an ‘eddy’) of scale \( l \) to distort an equal but opposite eddy (\( \delta z^- \)). The time period of this interaction will be \( \tau_i^\pm = l/\delta z_i^\pm \). Generally, \( \tau_A \ll \tau_i^\pm \), where \( \tau_A \) indicates the time for opposite propagating waves to interact fully. There will be a small change in amplitude of \( \Delta \delta z_i \) after each consecutive collision, therefore
\[ \frac{\Delta \delta z^\pm_i}{\delta z^\pm_i} = \frac{\tau_A}{\tau_i^\pm} \ll 1 \] (2.8)

To produce a relative (and significant) change in amplitude of the order of unity, \( N \approx (\delta z_i/\Delta \delta z_i)^2 \) elementary interactions are needed. From this, the energy-transfer time \( (T_i^\pm) \) can be arrived at

\[ T_i^\pm \sim N\tau_A \sim (\tau_i^\pm)^2/\tau_A \] (2.9)

In brief, energy is cascaded by interacting eddies causing a change in amplitude of each daughter eddy, thus passing energy down the cascade to higher \( k \).

A significant conclusion is made from this analysis, if \( \delta z_i^+ > \delta z_i^- \) (i.e. more outward than inward propagating waves), \( \delta z_i^- \) is depleted more rapidly, leading to a dominance of the \( \delta z_i^+ \) spectrum. This will continue till the cascade is exhausted into an outward propagating Alfvén state.

\textit{Voyager} 1 and 2 collected magnetometer data as they travelled from 1 to 11AU (Roberts \textit{et al.}, 1987). By measuring the energy spectrum of solar wind magnetic field, the cross-helicity and total energy of magnetic fluctuations could be calculated (from the Elsässer variables). The cross-helicity and total energy is given by \( H_c = \langle \delta v \cdot \delta b \rangle/2 \) and \( E = \langle \delta v^2 + \delta b^2 \rangle/2 \) respectively. By simply taking a ratio of the cross helicity and total energy, the \textit{normalised cross-helicity} \( (\sigma_c = 2H_c/E) \) can be calculated. This is a useful tool to analyse the Alfvénicity of the fluctuations in the solar wind. If \(|\sigma_c| \approx 1\), the fluctuations are Alfvénic in nature.

A key result to arise from Roberts \textit{et al.} (1987) is that 10-15\% of the data accumulated suggests perfect-aligned Alfvén waves. 85-90\% of the data shows inward and outward propagating Alfvén waves and a mix of other modes. There is however a dominance
of outward propagating waves in the inner heliosphere. There is a far higher percentage of mixed inward and outward propagating waves than pure non-interacting waves suggesting a turbulent energy cascade may be dominant in the solar wind.

We now know the energy may be cascaded by means of small scale wave packet interactions and these small scale interactions vastly effect the turbulent spectra of the magnetic field. As we are dealing with stationary turbulence, any rapid change in energy input (in the energy containing region of the spectrum) will cause a near-instantaneous change in the inertial range. Therefore, where \( \varepsilon \) is the energy transfer rate, \( \varepsilon_{\text{containing}} = \varepsilon_{\text{inertial}} = \varepsilon_{\text{dissipation}} \) (corresponding to Eq. 2.5), energy transfer is conserved within the stationary system.

### 2.3.3 Turbulent Heating Rates

In a hydrodynamic turbulent system, Kolmogorov (1941) describes general turbulent spectra where the cause of the turbulence is not important, it is a general interpretation of fluid turbulence. In this case, assuming the energy transfer is local and discrete, the inertial range can be divided into small scale lengths, \( l_n \) (where \( l_0 > l_1 > \ldots > l_{N-1} > l_N \)).

The relationship between \( l_n \) and \( k_n \) will be \( l_n = k_n^{-1} \). As already stated, energy is passed via distortions of interacting eddies, so energy will be passed between neighbouring scales (i.e. \( l_n \) and \( l_{n+1} \)). The time for the interaction to occur can be approximated by \( \tau_n \sim l_n / \delta v_n \), where \( \delta v_n \) is called the distortion time. Knowing the energy flux is constant across the inertial range, by rearranging the relationship \( E_n / \tau_n \sim \delta v_n^3 / l_n \sim \varepsilon \), a scaling relation becomes apparent

\[
\delta v_n \sim \varepsilon^{1/3} l_n^{1/3} - \text{The Kolmogorov scaling relation} \tag{2.10}
\]

To arrive at an energy spectrum for this regime \( (E_k) \), the eddy energy is integrated via a
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Fourier transform \( E_n = \int_{k_n}^{k_{n+1}} E_k dk \) which leads to

\[
E_k \sim \varepsilon^{2/3} k^{-5/3}
\]  

(2.11)

Kraichnan (1965) modifies this idea by specifically assuming the turbulence is caused by interacting Alfvén waves. The small scale fluctuations are strongly effected by the macro-scale magnetic field feeding through the system, thus small scale fluctuations in magnetic field behave Alfvénically. This is where Elsässer variables are called into use (Section 2.3.2). Similar assumptions are made in the Kolmogorov regime, but Kraichnan specifically develops this idea for an MHD system. \( \delta v \) is replaced with the wave packet equivalent \( \delta z \) and the energy transfer time \( (\tau_i) \) is longer and changed to \( T_l \). Therefore, using the relation described in Eq. 2.9 \( T_l \sim (\tau_i) l / l_A \) and rearranging \( E_l / \tau_l \sim \delta z_l^4 l_A / l^2 \sim \varepsilon \), another scaling relation becomes apparent

\[
\delta z_l \sim (\varepsilon v_A)^{1/4} l^{1/4} \quad \text{-- The Kraichnan scaling relation}
\]  

(2.12)

which leads to the spectrum (following from Eq. 2.11)

\[
E_k \sim (\varepsilon v_A)^{1/2} k^{-3/2}
\]  

(2.13)

Initially introduced for the extended solar wind, a non-linear heating mechanism was required to explain observed solar wind velocity and density at a distance of 0.1AU (Hollweg, 1986, Hollweg & Johnson, 1988). The heating rate \( (Q) \) required to heat the solar wind plasma is assumed to be turbulent in nature leading to the assumption that the turbulence is generated by interacting Alfvén waves (now in both Kolmogorov and Kraichnan regimes). It is worth noting the \textit{energy injection rate} in the inertial range (\( \varepsilon \) in Eq. 2.11) has the units of ‘energy injection rate per unit mass’ (erg cm\(^{-3}\) s\(^{-1}\)) which is iden-
tical to the ‘heating rate per unit mass’. As detailed by Chae et al. (1998) and Gómez & Ferro Fontán (1988), the spectrum in Eq. 2.11 is integrated over the inertial range so the heating rate for a selective decay regime can be found (Eq. 2.14)

\[ Q = \Gamma \frac{\rho \langle \delta v^2 \rangle^{3/2}}{L_{\text{corr}}} \]  

(2.14)

where \( \langle \delta v^2 \rangle \) is the variance in the velocity field of a propagating Alfvén wave, \( \Gamma \) is a dimensionless factor of the order of unity and \( L_{\text{corr}} \) can be related to the magnetic structures in the photosphere. It is assumed by Hollweg (1986) that \( L_{\text{corr}} \) is the mean distance between photospheric flux tubes. The proposed wave generation via flux tube footpoint shuffling will therefore create waves of these scales.

Now, substituting \( \langle \delta v \rangle \) with \( \xi \)

\[ Q = \Gamma \frac{\rho \xi^3}{L_{\text{corr}}} = \frac{\rho \xi^3}{l_{\text{drive}}} \]  

(2.15)

where \( l_{\text{drive}} = \Gamma / L_{\text{corr}} \) is the driving scale of the dissipating waves (Li & Habbal, 2003). \( \Gamma \) is assumed to be absorbed into \( L_{\text{corr}} \), therefore creating \( l_{\text{drive}} \) and is assumed to be of the dimensions approximating photospheric granulation cells.

The dynamic alignment regime can be treated in the same manner. Integrating the spectrum (Eq. 2.13), the Kraichnan cascade rate can be derived (Heyvaerts & Priest, 1992, Chae et al., 1998, Biskamp, 2003)

\[ Q = \Gamma \frac{\rho \langle \delta v^2 \rangle^2}{v_A L_{\text{corr}}} \rightarrow \frac{\rho \xi^4}{v_A l_{\text{drive}}} \]  

(2.16)

Note, the Kraichnan cascade rate will cascade energy on a different scale to the Kolmogorov cascade rate. \( v_A \) is very large in the lower corona and the influence of this
A quick deduction will conclude that the driving scales associated with the Kraichnan regime will be two orders of magnitude lower than the driving scales associated with the Kolmogorov regime for the Kraichnan regime to have any heating effect. In general, it is expected that the Kolmogorov cascade rate operates over scales from hundreds to thousands of kilometres.

The Kraichnan cascade rate operates over tens of kilometres. As discussed by Chae et al. (1998), the determined value of Kolmogorov scales is approximately 1200km, well within observational capabilities of instrumentation. This scale also relates to photospheric granulation distancing (as proposed by Hollweg 1986 and assumed by Li & Habbal 2003), therefore linking the region of wave excitation with a physical (and measurable) feature on the solar surface. Kraichnan scales are below observational resolutions so can only be guessed at. This is not to say waves excited in the Kraichnan regime do not exist (the Kraichnan cascade rate is used to great effect by Chae et al. 2002). It is however hard to propose a mechanism for wave production at these scales if there is little observational evidence to support theory.

2.4 Spectroscopic Non-Thermal Velocities

This work is based on the assumption that non-thermal motions in the chromosphere and transition region are due to the interactions of Alfvénic turbulence with plasma. Non-thermal motions are evident from analysis of broad, Doppler-shifted spectral lines. Once thermal motions are accounted for, an excess of broadening remains. Non-thermal broadening of spectral lines are attributed to wave activity within the chromosphere and transition region. These wave driven motions have an associated velocity and can be linked with Alfvén wave propagation.

The Alfvén wave amplitude, $\xi$, given in Eq. 2.15, can be directly taken from the non-
thermal velocity observations described by Chae et al. (1998), Chae et al. (2000) and Chae et al. (2002) (and references therein). Although these motions are not thermal in origin, they are a function of chromospheric temperature where the Alfvén waves propagate through. As demonstrated in Fig. 2.4, between the temperature range of \(10^4-10^6\)K, \(\xi\) has a range of 0-30kms\(^{-1}\). As outlined in Section 3.2.1, the parameter \(\xi\) is derived from Chae et al. (1998) for the desired loop footpoint temperature.

Non-thermal velocities are observed in the solar chromosphere by a variety of instruments. Spectrometers on board early spacecraft such as the Skylark missions (Boland et al., 1975), the Spacelab-2 Shuttle mission (the NRL High Resolution Telescope and Spectrograph; Dere et al. 1987), the Solar Maximum Mission (the Ultraviolet Spectrometer and Polarimeter; Doyle et al. 1997) to more recently SOHO (the SUMER instrument; Section 1.5; Chae et al. 1998) have shown non-thermal broadening of spectral lines to be commonplace.

Extreme non-thermal velocities have been measured by a number of authors. Off-limb UV measurements by Kjeldseth Moe & Nicolas (1977) using Skylab data find non-thermal velocities of 23-75kms\(^{-1}\) and Acton et al. (1981) find X-ray non-thermal velocities of approximately 50kms\(^{-1}\) when analysing Solar Maximum Mission data. For the time being, the non-thermal velocities as measured by Chae et al. (1998) are the most applicable signatures of MHD waves, but there must be an awareness of high-\(\xi\) values.

Under the assumption that non-thermal motions have a Gaussian distribution, the *most probable non-thermal velocity* (Mariska, 1992, Erdélyi et al., 1998) can simply be added to the observed Doppler width given by

\[
\Delta \lambda_D = \frac{\lambda_0}{c} \left( \frac{2kT}{M} + \xi^2 \right)^{1/2}
\]  

(2.17)

Put simply, the non-thermal velocity may be described as a root-mean-square velocity,
\[ v_{\text{rms}} = (3/2)^{1/2} \xi. \] Other authors such as Boland et al. (1975), Doschek et al. (1976), Mariska et al. (1978) and Cheng et al. (1979) have measured a similar relationship between chromospheric temperature and \( \xi \) as indicated by Chae et al. (1998) and Chae et al. (2002) (Fig. 2.4). The non-thermal velocity can also be described as the velocity variance associated with the wave field \( \langle \delta v^2 \rangle \), Eq. 2.14) or the Alfvén wave amplitude \( \xi \) in Eq. 2.15).

Non-thermal broadening of spectral lines is not necessarily isotropic (i.e. the broadening observed at the solar disk may not be the same when measured at the limb). Erdélyi et al. (1998) find a general broadening of line widths from disk centre to solar limb when using data from SUMER and attribute the broadening to Alfvén wave propagation. This contradicts earlier work by authors such as Boland et al. (1975) where it is assumed wave heating is the cause of non-thermal broadening, but find it to be isotropic in nature. Doyle et al. (2000) supports the non-isotropic findings and indicates the broadening may not be uniform across all plasma ion lines. Doyle et al. find the CIV and HeI lines both exhibit disk-to-limb broadening, but the high temperature NeVIII line remains constant. However the variation is small and attributed to opacity effects in the solar atmosphere and conclude mass motions in the chromosphere and
transition region may indeed be isotropic. There may also be a height dependence on line broadening. Work by Harrison et al. (2002) support Alfvén wave dissipation theory by analysing spectroscopic data at increasing altitudes from the solar surface. It is found that non-thermal broadening (and therefore Alfvén wave amplitude) generally decreases with height. This suggests that if the non-thermal broadening is associated with MHD wave activity, the waves are dissipated in some way as they propagate in the corona (although this effect is disputed by Wilhelm et al. 2004, 2005).

Although the measurement and interpretation of non-thermal velocities may be open to debate, non-thermal observations in the chromosphere and transition region remain a very useful tool when trying to understand proposed MHD wave activity in solar plasmas. Now the theorised source of MHD waves and the mechanism of a non-linear turbulent cascade has been explored, it seems prudent to research present coronal loop models to focus on how they might be improved by applying a method as described in this thesis.

2.5 Coronal Loops Heated by Turbulence

Steady chromospheric and coronal heating models can be separated into 2 groups. The first group encompass hydrodynamic heating mechanisms. This group deals with shock dissipation of acoustic waves which propagate from the solar surface and heat the chromospheres of stars with weak or no magnetic field. As mentioned by Narain & Ulmschneider (1990, 1996), this may be the case for late-type slowly rotating stars, but is not thought to be a main contender in our magnetically dominated Sun. Acoustic shock heating will therefore be discounted. The second group encompass magnetic heating mechanisms. This group is further divided into DC heating (magnetic field dissipation) mechanisms and AC heating (MHD wave dissipation) mechanisms.
DC heating mechanisms rely on impulsive releases of energy where electric currents appear steady along the loop length. Energy is injected to cause an irreversible change in loop evolution. AC heating mechanisms rely on a continuous supply of energy propagating from the photosphere. In this case, electric currents are oscillating (due to the wave nature of the disturbance) and the timescales of the oscillations are lower than the time taken for an Alfvén wave to travel along the length of the loop.

DC heating of coronal loops assumes some form of potential energy release caused by the displacement of loop footpoints. Magnetic field lines become twisted, shifted, braided or forced together by photospheric convection currents, differential rotation or horizontal plasma flows. This build-up of potential energy may generate reconnection events (such as intermittent explosive events) due to magnetic instabilities. Aschwanden (2001) argues that although these may be important mechanisms, they produce uniform heating rates along the loop length, disputing the observed non-uniform heating function (Parker, 1988).

AC heating of coronal loops on the other hand provides a viable mechanism for describing the non-uniform and footpoint heating observations. The energy for AC mechanisms can be generated by photospheric motion and turbulence transmitting waves into the corona. The propagating waves are assumed to be the carrier of energy used to heat the coronal plasma. Alfvén waves are considered to be the best candidate as they do not suffer reflection off lower layers of the transition region (Aschwanden, 2001). Due to the steep gradient of temperature and density through the transition region, MHD waves would normally reflect off this boundary, severely hindering any energy propagation into the corona. This boundary resembles a wavelength-dependent reflection and transmission filter where certain Alfvén wave wavelengths can resonate in the leaky cavity of the coronal loop. This, and providing there is sufficient twist in the magnetic flux (Litwin & Rosner, 1998a,b), Alfvén waves are able inject large energy flux into the
corona due to high $v_A$ in the region.

If footpoint motions are of a high enough frequency, the waves propagating through the coronal loop will be able to set up turbulence in the AC regime. Hollweg (1984) suggests turbulent heating by Alfvén waves and that 85% of the energy flux entering the loop will be dissipated in the loop. However it is found that the majority of the heating is not near the footpoints, but high in the loop, near the apex. This defies current observational and model evidence of EUV loops. Aschwanden et al. (2001) find the heating mechanism to be concentrated in the locality of the loop footpoint. The heating scale height operates in the lower 20% of the loop length ($s_H/L = 0.2 \pm 0.1$) suggesting a strong non-uniform heating rate. Other authors confirm this finding (Antiochos & Klimchuk, 1991, Neupert et al., 1998, Lenz et al., 1999, Aschwanden et al., 2000a). Chapter 4 models coronal loops with a range of heating profiles and find that loops maintained by non-uniform (and focused footpoint) heating can approximate observed isothermal temperature profiles for a particular range of loops. It is difficult to balance the turbulent heating parameters (i.e. the driving scale length and Alfvén wave amplitude) to maintain the isothermal profile. Isothermal temperature is also highly dependent on loop length, a complication not currently observed (Section 5.3), although loop inclination (Reale 1999 and Section 5.4) may be a contributing factor.

To acquire an answer for the heating of coronal loops, the chromosphere, transition region and corona must all be incorporated in loop models (Aschwanden, 2001). There is a known chromospheric source of plasma feeding coronal loops, an observed non-uniform heating profile (often with strong footpoint heating) and a sudden temperature enhancement through the transition region. Also, if Alfvén waves are to be the prime candidate for coronal heating, some form of turbulence may be at work to cascade wave energy so it can be dissipated. As highlighted by Bray et al. (1991), most coronal loop models focus on energy being carried into coronal loops from outside the corona (i.e.
injected from the chromosphere), but some suggest coronal loop heating from turbulent generated waves formed well within the corona (van Tend, 1980). Li & Habbal (2003) approach this challenge by modelling a coronal loop where waves are generated outside of the corona, but then assume a non-linear process within the corona which cascades energy into resonant waves (Section 2.2.2). This model is unique in that it addresses the multicomponent structure of a coronal loop, incorporates gravitational stratification and is self-consistent.

Turbulent heating of coronal loops have been modelled before (Heyvaerts & Priest, 1992, Inverarity et al., 1995, Inverarity & Priest, 1995, Dmitruk & Gómez, 1997, 1999). However, these loop models assume a homogeneous electron density and a homogeneous axial magnetic field, thus producing a uniform heating rate along the loop length.

Heyvaerts & Priest (1992), Inverarity et al. (1995) and Inverarity & Priest (1995) assume convective motions at the photosphere drag magnetic fieldlines. This motion may cause net storage of energy (to be released after a period of time) or instant wave propagation, via DC or AC heating mechanisms respectively. To balance the coronal loop in a quiescent state, a heating mechanism strong enough to counteract radiative and conductive losses is required. In this case, Inverarity et al. (1995) and Inverarity & Priest (1995) model Alfvén waves propagating back and forth along an arcade of coronal loops driven by rapid photospheric motions. As the waves propagate through the turbulent plasma, a cascade reduces the scale of waves till the plasma absorbs (or damps) the waves. Results from these studies suggest turbulence within coronal loops amplify Alfvén wave heating. Inverarity & Priest (1995) however encounter some difficulty in implementing Kraichnan cascade rates when considering large eddy scales.

Dmitruk & Gómez (1997) approach turbulent heating of coronal loops also by shuffling the loop footpoints. As the magnetic Reynolds number is assumed to be very large ($R_m \approx 10^{10} – 10^{12}$), footpoint shuffling is found to promote strong turbulence within the
loop. After a period of time, the coronal loop reaches a “turbulent stationary regime”. Within the modelled results, Dmitruk & Gómez find the turbulent nature of the loop promotes intermittent heating events (a.k.a. nanoflares) and have a turbulent spectrum approximating that of a Kolmogorov cascade \((k^{-3/2})\).

Flare, nanoflare and microflare heating is also commonly investigated as possible coronal heating mechanisms and are often attributed to turbulence and MHD wave activity (Moriyasu et al., 2004, Reale et al., 2005). With the advent of high resolution imaging by instruments on board missions such as SOHO, TRACE and Yohkoh, a plethora of transient, small scale heating events have been discovered. The three flare categories mentioned above are basically the same event but of different energy classes. Flares have an energy range of \(10^{30} - 10^{33}\) erg and will typically reach temperatures between 8 – 40MK, microflares have energies in the range of \(10^{27} - 10^{30}\) erg and reach temperatures between 2 – 8MK and nanoflares have energies in the range of \(10^{24} - 10^{27}\) erg, reaching temperatures of 1 – 2MK (Parker, 1988, Aschwanden, 2004). Naturally each class will radiate at a particular frequency. Nanoflares radiate in the EUV wavelengths and can be detected by instruments such as TRACE (Parnell, 2002), microflares emit soft X-rays and can be detected by instruments such as SXT on Yohkoh and large flare events may be observed across a range of frequencies (Aschwanden, 2004). Parnell & Jupp (2000) suggest approximately 20% of the required coronal heating may come from nanoflares and microflares. Parnell & Jupp also state that many more subtle flare events may occur out of the scope of current instuments. Only flares of sufficient density and temperature can be observed through the observational bandpasses, there may be many more sub-resolution events heating the corona. These processes are all symptomatic of rapid magnetic reconnection and my produce secondary processes such as MHD wave activity, perhaps amplifying wave-wave interactions in the corona (such as the non-linear cascade as investigated in Section 2.3).
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Reale et al. (2005) relates nanoflare activity along coronal loops with the dissipation of MHD turbulence. Again it is assumed photospheric footpoint motions promote MHD disturbances and non-linear interactions further along the loop structure. These turbulent motions cause reconnection events, creating nanoflares and heating along the $L = 30\text{Mm}$ loop. Current research appears to be drifting in the direction of a strong relationship between nanoflare events and wave activity. MHD wave activity may cause non-linear effects, creating instabilities and triggering intermittent releases of energy. Nanoflare activity may cause MHD wave pulses, creating a source of inward and outward propagating Alfvén waves. This two-way relationship requires further study and a requirement should be set on modern simulations for the inclusion of the wave-nanoflare mechanism.

As Aschwanden (2001) and Li & Habbal (2003) agree, coronal loop models must be multi-component (including chromosphere and transition region) so the loop heating profile can be focused near the loop footpoint (in the case of overdense and isothermal EUV coronal loops) and they must be dynamic. There must be another process causing the observed densities and velocities as so far existing coronal loop models cannot explain loop dynamics. This thesis takes the view that the model described here implements all of the above factors but through self-consistent wave propagation, momentum deposition from wave to plasma occurs to further enhance coronal loop density.

2.6 Other Coronal Loop Models

The previous section focuses on turbulence as an ideal tool to model the heating of coronal loops. Beginning with the categorisation of AC and DC heating mechanisms, it becomes evident there may be an inter-relationship between the two families. One such example is the idea nanoflares (DC heating) may be the cause of, or be caused by, wave
propagation (AC heating). However, not all models neatly ‘fit’ into these categories, so a brief overview of other relevant coronal loop models will now be presented.

Chae et al. (2002) take a direct approach of modelling coronal loops by simply inferring the heating rates from observed turbulent MHD energy spectra for a given loop. They find strong footpoint heating maintains a dense and isothermal loop profile, generally agreeing with observations. An isobaric profile is assumed, this is not realistic as the gravitational stratification will cause pressure variation along the loop. Another limiting and very important factor is the non-inclusion of the chromosphere and transition region. Most models do not take the transition region into account, but if we consider the chromosphere as the reservoir of coronal loop plasma, this region must be taken seriously and modelled accordingly (Aschwanden, 2001).

Inferring the heating profile along coronal loops from observation or simply applying an *ad-hoc* heating function to match observations is not a recent idea however. The classical paper by Rosner et al. (1978) underpins modern simulations of the corona and makes an attempt at explaining early Skylab observations of basic loop structures emitting X-rays in the base of the corona. A quiescent, inhomogeneous solar corona is modelled, whereas before Skylab (Vaiana et al., 1973) a homogeneous corona was assumed. The thermally insulated coronal loops observed are assumed to be in hydrostatic equilibrium with constant pressure. From observations, Rosner et al. are able to fit a variety of possible heating functions and arrive at the conclusion that the X-ray loops observed are maintained by uniform heating creating a temperature maximum at the loop apex. From this study two hydrostatic scaling relations could be constructed relating maximum temperature, pressure, loop length and heating rate (detailed in Chapter 4). Serio et al. (1981) advanced these scaling relations to allow for footpoint heating and pressure variation along the loop length. This modification to the hydrostatic model appeared to confirm observations until work by Porter & Klimchuk (1995) found dis-
crepancies when fitting with SXT (Yohkoh) loops.

Craig et al. (1978) model a simple quasi-static coronal loop with a constant cross-section, similar to the model used by Rosner et al. (1978) and derive a contrasting scaling relation of loop length, density and temperature ($T^{9/4}/nL = \text{constant}$, when compared with $T/[nL]^{1/2} = \text{constant}$ from Rosner et al. 1978) and find results to be consistent with active region X-ray observations of the time. Hood & Priest (1979) build on the work by Rosner et al. (1978) also assuming quasi-static equilibrium and loops of constant pressure. Hood & Priest advance these ideas to include the effects of loop lengthening and twisting to find model calculations appear to produce loops with cool cores (i.e. a temperature reduction inside the loop). This leads to the reckoning that the cool plasma contained within the loop model would appear as active region filaments (or prominences) when surrounded by hot and highly radiating plasma.

These original coronal loop models set the scene for further investigation and led to the motivation to simulate dynamic loops as modern instrumentation improved observations (such as EIT on SOHO and SXT on Yohkoh). Naturally, numerous coronal loop models simulating plasma flow have been conceived in recent years. Orlando et al. (1995a) for example construct a model which simulates siphon flow around a simple semi-circular loop with constant cross-section. Siphon flows are driven by a pressure gradient between loop footpoints. This model simulates gravity, conduction and radiative losses in the hope of supporting new UV and X-ray observations and relating the results with classical scaling relations (Rosner et al., 1978, Craig et al., 1978, Serio et al., 1981). Four classes of coronal loops are constructed: subsonic, critical, supersonic and unphysical. The subsonic solutions exhibit flow velocities below the local Mach number ($M = v/c_s < 1$), critical solutions are found where $M \approx 1$ (on the boundary between subsonic and supersonic flow), supersonic solutions are found where plasma flow exceeds $M$ all round the loop and unphysical solutions result where the parame-
ters are not numerically sound. Orlando et al. (1995b) expands this study to work with shocked solutions (at the critical point, $M \approx 1$) where shock fronts form in regions of the loop where flow velocity exceeds the sound speed (refer to Chapter 5, Section 5.7, for shocked solutions arising from the study outlined in this thesis).

More advanced hydrodynamic models are constantly being developed. Patsourakos et al. (2004) for example model a loop of coronal length $L = 300\text{Mm}$ (assuming a 60Mm chromospheric section for each footpoint, increasing the total length to 420Mm) with plasma flow in the hope to explain TRACE and EIT observations of EUV loops. As such loops are commonly found to have high densities, plasma flow driven by a highly asymmetric heating rate is assumed. An *ad-hoc* heating rate is applied where there is concentrated footpoint heating and a degradation in heating along the loop length. Generally there appears to be an enhancement in loop density over static solutions, but a discrepancy remains. Patsourakos et al. concludes steady flow models cannot reproduce observed loop densities and indicate time-dependent, small scale releases of energy (i.e. nanoflares) may hold the key to observed plasma flow and EUV loop overdensity. Winebarger et al. (2002) approach a similar situation but with a shorter ($L = 150\text{Mm}$) loop. To maintain coronal loop flows of the order of observed quantities, an asymmetric heating function must be applied. This study find similar results as Patsourakos et al. (2004), but rather than indicating nanoflares may enhance loop densities, wave momentum deposition is indicated as a possible candidate.

This section has so far focused on loops heated by an assumed heating rate, whether it be uniform in the case of X-ray loop modelling (Rosner et al., 1978) or non-uniform in the case of EUV loop modelling (Winebarger et al., 2002, Patsourakos et al., 2004) and results from these models have been highly successful in their aims. However, there must be an awareness of the physical effect a modelled mechanism will have on the heating rate. Priest et al. (2000) make an important statement:
“One of the paradigms about coronal heating has been the belief that the mean or summit temperature of a coronal loop is completely insensitive to the nature of the heating mechanisms... ...the temperature profile along a coronal loop is highly sensitive to the form of heating.”

This means that for a given heating mechanism, the heating profile will be unique. In this case, Priest et al. use data from observations to deduce the heating profile along coronal loops and then attempt to link the profile with a mechanism that has the ability of producing such a profile. Other models take a likely heating mechanism candidate and model it self-consistently. For example, Ofman et al. (1998) carries out a self-consistent study of resonant absorption in coronal loop flux (Section 2.2.3) whilst including the effect of the chromosphere on the coronal loop. The chromosphere acts as a source and a sink of loop plasma (‘chromospheric evaporation’ and ‘chromospheric condensation’ respectively). The mechanism of resonant absorption characterises the plasma parameters. Ofman et al. find a single frequency of Alfvén wave to be insufficient for sustained resonance and heating in favour of a random (broadband) spectrum of Alfvén waves in order to maintain heating and loop density. In a different model, Bradshaw & Mason (2003) simulate the self-consistent modelling of 15 abundant coronal ion species cooling time-dependently and exhibiting significant non-equilibrium. The results from this lead to the conjecture that the reason why some models predict loop cooling in minutes (Warren et al., 2002) whereas observations suggest hours (Lenz et al., 1999) may be that contributions from non-equilibrium between plasma species have been overlooked.

These examples show self-consistent models to be more ‘realistic’ as the modelled heating mechanism characterises the plasma parameters and generate unique heating profiles. The model discussed in this thesis does not implement a heating profile, the waves propagating along the loop create the heating profile.
2.7 Discussion

It is evident that the solar corona is a complex system. Many theories exist for the heating mechanism of the coronal plasma and this chapter has mainly focused on wave heating, but has addressed the main candidates (including nanoflare heating). Many factors contribute to the eventual interaction between waves and particles. The first main obstacle is how the energy of non-interacting, low frequency (below the proton gyrofrequency) Alfvén waves can be dissipated. A non-linear turbulent cascade is a good candidate if counter-propagating Alfvén waves interact (Section 2.3). Through a non-linear cascade, energy can be transferred (cascaded) to high frequency waves allowing processes such as ion cyclotron resonance to occur, dissipating wave energy from the dispersionless to dispersive domain (Section 2.2.2).

Solar wind studies suggest a high degree of Alfvénic turbulence (Tu & Marsch, 1995). Although there is no in-situ observations of Alfvén wave interactions in the lower corona and coronal loops, it is assumed similar processes exist in this region. One such measurement of Alfvén wave activity in the lower corona, transition region and chromosphere are observations of non-thermal broadening of spectral lines (Section 2.4). If we attribute these observations to MHD wave activity, an origin of the wave energy necessary to heat the extended corona can be theorised. During propagation, if the waves undergo a non-linear process, the population of ion cyclotron waves can be maintained as a continuous heating mechanism.

It is important to be mindful that it is highly unlikely coronal loops are heated by a single wave heating process. It is more probable that this complex system supports a host of mechanisms all sharing a portion of the net heating effect. An interesting development in the search for the main heating mechanism is the inter-relationship between wave heating mechanisms. Perhaps wave interactions cause non-linear effects, destabilising
the magnetic flux, spurring reconnection and local explosive events such as nanoflares. This in turn may launch secondary waves that dissipate via another mechanism, amplifying the heating (Section 2.5).

Chapter 1 explored the energy transfer from the solar core to the corona and explained the baffling coronal heating phenomenon. This chapter has taken the standpoint of MHD wave heating via resonance with plasma particles (Alfvén waves as the main candidate) as the only heating mechanism capable of heating the solar atmosphere to millions of degrees. This is a very purest view, but Chapter 3 will expand these ideas into a functional coronal loop model in the aim of accounting for the observed heating. It is worth noting that this study is not discounting the contribution of other coronal heating mechanisms to the total heating, but it is hoped this work will explain the main mechanism is wave heating though a turbulent process.
Chapter 3

The Two-Fluid Numerical Method

3.1 Introduction

Modern numerical simulations of plasma interactions in the solar corona are a key element when understanding solar observations. As computational power increases, numerical methods of increasing complexity are at the disposal of a growing modelling community. The method used throughout this study is no exception. Originally used for solar wind acceleration models (Hu et al., 1997), this one-dimensional full-implicit numerical method has been adapted for the coronal loop environment to great effect. The numerical method is constructed and compiled in the Fortran 77 (F77) programming language (using an Intel® Fortran Compiler for Linux installation†) and post-computation analysis (i.e. plotting and data manipulation) is carried out in IDL (Interactive Data Language‡ version 5.4 for Microsoft Windows). For the most part, computation and processing of the numerical method could be completed with a basic office PC (with a 1.24GHz AMD Athlon™ processor).

In the previous chapter, the theorised mechanisms at work in coronal loops are investigated. In this chapter, the physics of dynamic coronal loops will be reduced into

†http://www.intel.com/
‡http://www.rsinc.com/
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their constituent equations and modelled. Section 3.2 will detail the basic equations (continuity, momentum, energy), describe the numerical method used in this study and demonstrate how the “code” casts the parameters into a manageable structure. Section 3.3 outlines how outputted solutions from the model are arrived at and managed by applying an iterative approach. Section 3.4 gives a brief explanation into Numerical Simulation Units and how this unit system relates to conventional systems. Section 3.5 explains how the primary loop solution is arrived at and how it relates to two-fluid solar wind modelling. This brief overview leads on to how the loop could be lengthened and shortened (Section 3.6) and justifies the range of $L$ selected for experimentation. In any coronal loop model it is essential that tests are carried out to verify simulation stability and accuracy. In this steady-state model energy conservation must be maintained along the whole loop length, Section 3.7 investigates this. Finally, Section 3.8 focuses on the greatest energy sink (radiation) and its implications for the model.

3.2 The Numerical Method

This full-implicit scheme for a one-dimensional two fluid conductive coronal loop is time dependent. This model is self consistent in that Alfvén waves travel along the coronal loops to set up a fully developed turbulent cascade and characterise the plasma parameters along the length of a thin coronal loop. This is the only mechanism heating the plasma. No ad hoc heating function is used to mimic a possible heating mechanism. This is useful to see if wave interactions in the corona may be contributing toward the coronal heating problem. The role waves play in the corona is not fully understood (Winebarger et al., 2002), so the application of a method such as this seems prudent. Also, the two-fluid approach is justified as approximately 87% of positively charged particles populating the corona are ionized hydrogen (protons), contributing 77% of the total electron population (McWhirter et al., 1975). Bray et al. (1991) con-
firms this result for cool coronal loops. Many two-fluid simulations have been developed for the solar wind (see for example Hollweg & Johnson 1988) and much of the physics remain the same for closed flux.

For a particular coronal loop solution, the code is allowed to reach steady-state before results can be taken and analysed. Details on the systematic approach of the iterative method adopted can be found in Section 3.3.

### 3.2.1 Basic Equations

The modelled time dependent continuity equation can be written as

$$\frac{\partial \rho}{\partial t} + \frac{1}{a} \frac{\partial (\rho v a)}{\partial s} = 0 \quad (3.1)$$

where $\rho$ is the plasma mass density ($\rho \approx n_p m_p$ as $m_p \gg m_e$), $v$ is the plasma velocity, $a$ is the loop cross section (assumed to remain constant) and $s$ is the position along the axis of the loop. Figure 3.1 demonstrates the loop structure and terms used for the modelled loops. Early work by authors such as Krieger et al. (1971), Poletto et al. (1975) and Rosner et al. (1978) strongly imply the existence of loops with constant cross sections. More recently, studies of TRACE data (Aschwanden et al., 2000a) support early research. Chae et al. (2002) and Testa et al. (2005), for example model loops with this important finding in mind.

The momentum equation can be written as

$$\frac{\partial \mathbf{v}}{\partial t} + v \frac{\partial \mathbf{v}}{\partial s} = -\frac{1}{\rho} \frac{\partial (p_e + p_p + p_w)}{\partial s} - g_{\parallel} \quad (3.2)$$

where $p_e$, $p_p$ and $p_w$ are the electron, proton and turbulent wave pressure respectively.
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Figure 3.1: A schematic noting the nomenclature of coronal loop terms as used throughout this thesis. A semi-circular structure is assumed.

and $g_{||}$ is the gravitational component acting on the plasma. $g_{||}$ is expected to have a maximum deceleration (acceleration) effect on upflowing (downflowing) plasma. Naturally, $g_{||} = 0$ at the loop apex (Eq. 3.10 demonstrates the specific way in which this parameter is treated). Our model is unique in that Alfvén waves are used. These waves will introduce momentum deposition to the loop plasma. Momentum deposition may play a very important role in pulling plasma from the chromosphere to the corona (Belcher & Davis, 1971, Belcher, 1971, Litwin & Rosner, 1998a,b, Winebarger et al., 2002, Li & Habbal, 2003).

The electron and proton energy equations can be written as

$$
\frac{\partial T_e}{\partial t} + \nu \frac{\partial T_e}{\partial s} + \frac{(\gamma - 1) T_e}{a} \frac{\partial(va)}{\partial s} = \frac{(\gamma - 1)}{k_B n a} \left[ \alpha_k e \frac{\partial T_e}{\partial s} \right] + 2\nu_p \left( T_p - T_e \right) - \frac{(\gamma - 1)}{k_B n} L_{rad} \tag{3.3}
$$

$$
\frac{\partial T_p}{\partial t} + \nu \frac{\partial T_p}{\partial s} + \frac{(\gamma - 1) T_p}{a} \frac{\partial(va)}{\partial s}
$$
\[
\frac{\partial}{\partial s} \left[ a \kappa_p \frac{\partial T_p}{\partial s} \right] + 2 \nu_{pe} (T_e - T_p) + \left( \frac{\gamma - 1}{k_B n} \right) Q \tag{3.4}
\]

where \( T_e \) and \( T_p \) are the electron and proton temperatures, \( n \) is the plasma density (plasma quasi-neutrality applies, \( n_p \approx n_e = n \)), \( k_B \) is the Boltzmann constant, \( \kappa_e \) and \( \kappa_p \) are the collision dominated electron and proton heat flux conductivities \( (\kappa_e = 7.8 \times 10^{-7} T_e^{5/2}, \kappa_p = 3.2 \times 10^{-8} T_p^{5/2}; \text{Spitzer 1962}) \). \( \gamma \) is the ratio of specific heats and for fully ionised hydrogen, \( \gamma_H = 5/3 \). This value is used throughout. \( L_{\text{rad}} \) is the radiative energy loss from the loop and is considered to be one of the largest energy sinks in coronal loops. This parameter is strongly influenced by the density of electrons and is considered to be optically thin. Primarily, the value of \( L_{\text{rad}} \) used in this work is replicated from Rosner et al. (1978) (RTV)

\[
L_{\text{rad}} \text{(RTV)} = \begin{cases} 
10^{-21.85} & (10^{4.3} < T < 10^{4.6} \text{K}) \\
10^{-31} T^2 & (10^{4.6} < T < 10^{4.9} \text{K}) \\
10^{-21.2} & (10^{4.9} < T < 10^{5.4} \text{K}) \\
10^{-10.4} T^{-2} & (10^{5.4} < T < 10^{5.75} \text{K}) \\
10^{-21.94} & (10^{5.75} < T < 10^{6.3} \text{K}) \\
10^{-17.73} T^{-2/3} & (10^{6.3} < T) 
\end{cases} \tag{3.5}
\]

\( L_{\text{rad}} \) is determined from plasma abundances in the corona. Rosner et al. use coronal abundances as calculated from spectroscopic analysis. Fludra & Schmelz (1999) for example use the Bragg Crystal Spectrometer on Yohkoh to derive absolute coronal abundances for sulfur, calcium and iron using a filter ratio method. As one would expect, the different elements contained within solar plasma will radiate at different wavelengths (and therefore emit differing quantities of energy) and is very dependent on temperature. Equation 3.5 for example is an analytical expression for the abundance approximation and is therefore not exact and is dependent on the instrumentation available at
the time. Coronal abundance measurements improve with technology advances.

As a comparison, another radiative loss function is incorporated. More recent observed coronal abundances are used by Klimchuk & Cargill (2001) (KC)

\[
L_{\text{rad}}(\text{KC}) = \begin{cases} 
10^{-30.96}T^2 & \left(T \leq 10^{4.97}\text{K}\right) \\
10^{-16.05}T^{-1} & \left(10^{4.97} < T \leq 10^{5.67}\text{K}\right) \\
10^{-21.72} & \left(10^{5.67} < T \leq 10^{6.18}\text{K}\right) \\
10^{-12.45}T^{-3/2} & \left(10^{6.18} < T \leq 10^{6.55}\text{K}\right) \\
10^{-24.46}T^{1/3} & \left(10^{6.55} < T \leq 10^{6.90}\text{K}\right) \\
10^{-15.26}T^{-1} & \left(10^{6.90} < T \right)
\end{cases}
\]  

(3.6)

In this case, Klimchuk & Cargill use more recent abundance data. A direct comparison is made between the two radiative loss functions in Section 3.8.

Additionally, work by Moriyasu et al. (2004) (MTTK) addresses an issue with a chromospheric imbalance in wave heating and excessive radiative loss (see Section 4.2)

\[
L_{\text{rad}}(\text{MTTK}) = 10^{9.69} \rho \quad \left(T \leq 10^{4.6}\text{K}\right)
\]  

(3.7)

\(Q\) is the turbulent heating rate of the dissipating wave (Hollweg, 1986), energy is therefore absorbed by the proton gas and emitted by the electron gas. Primarily, \(Q\) will be assumed to follow a Kolmogorov turbulent spectrum and defined as \(Q = \rho \xi^3/l_{\text{drive}}\) (Eq. 2.14).

We will work under the assumption that the non-thermal velocities observed by Chae et al. (1998) is the fingerprint of \(\xi\) (Section 2.4). Chae et al. find spectral lines observed in the transition region and corona (by the SUMER instrument on board SOHO) exhibit excess broadening of spectral lines beyond thermal broadening. The temperatures
analysed in this study range from $2 \times 10^4$K to $10^6$K and the corresponding $\xi$ range from 5kms$^{-1}$ to 30kms$^{-1}$. The $\xi$ vs. temperature curve for quiet-Sun disk observations plot is used, as detailed in Fig. 2.4, to read off the desired temperature and corresponding value of $\xi$.

$\nu_{pe}$ is the Coulomb collision frequency given by (Braginski, 1965)

$$\nu_{pe} = \frac{16 \sqrt{\pi} ne^4 \ln \Lambda}{3 m_p m_e} \left[ \frac{2k_B T_e}{m_e} \right]^{-3/2}$$

(3.8)

$\nu_{pe}$ is an important parameter as a mechanism to transport energy from protons (energized by resonant Alfvén waves) to the lower mass electrons. $\ln \Lambda$ is the Coulomb logarithm ($\ln \Lambda=23$ in this study as the lower corona is considered to be collision dominated).

Finally, the Alfvén wave energy equation can be written as

$$\frac{\partial p_w}{\partial t} + \frac{1}{a} \frac{\partial}{\partial s} \left[ a (1.5v + v_A) p_w \right] - \frac{v}{2} \frac{\partial p_w}{\partial s} + \frac{Q}{2} = 0$$

(3.9)

where $v$ is the plasma flow speed, $p_w$ is the wave pressure (given by $p_w = \rho\xi^2/2$; Li & Habbal 2003) and $v_A$ is the local Alfvén velocity (Eq. 2.1).

Figure 3.2 shows the inclination (and arc length, $s$) in relation to the loop structure. The inclination angle ($\chi$) is taken as the angle from the vertical. As investigated by Tsiklauri & Nakariakov (2001), it was found that the small difference in gravitational acceleration has a large influence on coronal loop dynamics, particularly when considering MHD waves. Of particular interest is how the plasma flow and loop temperature may be affected by a non-zero $\chi$. Aschwanden et al. (2000a) performed a detailed analysis on 35 loops in the temperature range of 1.5-2.5MK. It was found that the average inclination was $\sim 35^\circ$, ranging from 0$^\circ$ to 80$^\circ$, therefore suggesting most loops are not vertical.
Figure 3.2: Schematic of the coronal loop described by the gravity equation (Eq. 3.10).

Some results from this study are presented in Fig. 4.15.

The gravity term in Eq. 3.2 can be treated as follows

$$g_{||} = \frac{GM_\odot}{\left[R_\odot + h(s)\cos\chi\right]^2}\cos\theta\cos\chi$$  \hspace{1cm} (3.10)

It should be noted that there is an extra \(\cos\chi\) term in the denominator of Eq. 3.10. We are dealing with an inclined loop (non-zero \(\chi\)), therefore there will be a small decrease in the vertical extent \(h\) of the loop. This will affect the gravity term only very slightly, but has been included for completeness as long loops may be affected strongly by this factor.

### 3.2.2 Compact Form of Basic Equations

To introduce the numerical method (the full implicit treatment is detailed in Section 3.2.4), the basic equations (Section 3.2.1) are cast into the following compact form

$$\frac{\partial U}{\partial t} + W\left(U, \frac{\partial U}{\partial s}, \frac{\partial^2 U}{\partial s^2}\right) = 0$$  \hspace{1cm} (3.11)
where \( t \) is time and \( s \) is the arc length of the loop. \( U \) represents the plasma parameters and \( W \) is derived from the basic equations. \( U \) and \( W \) are given by

\[
U = \begin{bmatrix} n \\ v \\ T_e \\ T_p \\ p_w \end{bmatrix}, \quad W = \begin{bmatrix} W_1 \\ W_2 \\ W_3 \\ W_4 \\ W_5 \end{bmatrix} \tag{3.12}
\]

\( W_i \) is expressed in the following manner

\[
W_1 = n \frac{\partial v}{\partial s} + v \frac{\partial n}{\partial s} + \frac{nv}{a} \frac{da}{ds} \tag{3.13}
\]

\[
W_2 = v \frac{\partial v}{\partial s} + \frac{k_B T_p}{m_p n} \frac{\partial n}{\partial s} + \frac{k_B}{m_p} \frac{\partial T_e}{\partial s} + \frac{k_B T_p}{m_p n} \frac{\partial n}{\partial s} + \frac{k_B}{m_p} \frac{\partial T_p}{\partial s} + \frac{1}{m_p n} \frac{\partial p_w}{\partial s} + g_{||} \tag{3.14}
\]

\[
W_3 = v \frac{\partial T_e}{\partial s} + (\gamma - 1) T_e \frac{\partial v}{\partial s} - \frac{\kappa_e T_e^{5/2}}{k_B n} \frac{\partial^2 T_e}{\partial s^2} - \frac{5(\gamma - 1) \kappa_e T_e^{3/2}}{2k_B n} \left( \frac{\partial T_e}{\partial s} \right)^2 - \frac{(\gamma - 1) \kappa_e T_e^{5/2}}{k_B n a} \frac{da}{ds} \frac{\partial T_e}{\partial s} + \frac{(\gamma - 1) v T_e}{a} \frac{da}{ds} - 2C_{pe} T_e^{-3/2} n (T_p - T_e) + \frac{(\gamma - 1)}{k_B n} L_{rad} \tag{3.15}
\]

\[
W_4 = v \frac{\partial T_p}{\partial s} + (\gamma - 1) T_p \frac{\partial v}{\partial s} - \frac{(\gamma - 1) \kappa_p T_p^{5/2}}{k_B n} \frac{\partial^2 T_p}{\partial s^2} - \frac{5(\gamma - 1) \kappa_p T_p^{3/2}}{2k_B n} \left( \frac{\partial T_p}{\partial s} \right)^2 - \frac{(\gamma - 1) \kappa_p T_p^{5/2}}{k_B n a} \frac{da}{ds} \frac{\partial T_p}{\partial s} + \frac{(\gamma - 1) v T_p}{a} \frac{da}{ds} + 2C_{pe} T_e^{-3/2} n (T_p - T_e) + \frac{(\gamma - 1)}{k_B n} Q \tag{3.16}
\]
\[ W_5 = \left( v_A \frac{1}{\sqrt[n]{v}} + v \right) \frac{\partial p_w}{\partial s} + \frac{3p_w \partial v}{2} \frac{\partial v}{\partial s} - \frac{v_A p_w}{2an} \frac{\partial n}{\sqrt[n]{n}} \frac{\partial s}{\partial s} + \frac{3vp_w}{2a} \frac{\partial p_w}{\partial s} \] (3.17)

where \( C_{pe} \) is the conductivity between proton and electron given by

\[ C_{pe} = \frac{4 \sqrt{2\pi m_e e^4 \ln \Lambda}}{3m_p k_B^{3/2}} \] (3.18)

### 3.2.3 Expressions for the Derivatives of \( W \) (\( \partial W/\partial U \))

The derivatives of \( W \) can now be summarised. The elements of \( \partial W/\partial U \) can be cast into the following matrix

\[
\frac{\partial W}{\partial U} = \begin{bmatrix}
  \frac{\partial W_1}{\partial n} & \frac{\partial W_1}{\partial v} & 0 & 0 & 0 \\
  \frac{\partial W_2}{\partial n} & \frac{\partial W_2}{\partial v} & \frac{\partial W_2}{\partial T_e} & \frac{\partial W_2}{\partial T_p} & 0 \\
  \frac{\partial W_3}{\partial n} & \frac{\partial W_3}{\partial v} & \frac{\partial W_3}{\partial T_e} & \frac{\partial W_3}{\partial T_p} & 0 \\
  \frac{\partial W_4}{\partial n} & \frac{\partial W_4}{\partial v} & \frac{\partial W_4}{\partial T_e} & \frac{\partial W_4}{\partial T_p} & 0 \\
  \frac{\partial W_5}{\partial n} & 0 & 0 & \frac{\partial W_5}{\partial p_w}
\end{bmatrix}
\] (3.19)

The expressions noted in the \( \partial W/\partial U \) matrix (Eq. 3.19) are listed below. For \( W_1 \) (Eq. 3.13), \( \partial W_1/\partial U \) results in:

\[
\frac{\partial W_1}{\partial n} = \frac{\partial v}{\partial s} + \frac{v \partial a}{a \partial s}
\]

\[
\frac{\partial W_1}{\partial v} = \frac{\partial n}{\partial s} + \frac{n \partial a}{a \partial s}
\]
\[
\frac{\partial W_1}{\partial T_e} = \frac{\partial W_1}{\partial T_p} = \frac{\partial W_1}{\partial p_w} = 0 \tag{3.20}
\]

For \( W_2 \) (Eq. 3.14):

\[
\frac{\partial W_2}{\partial n} = -\frac{k_B (T_e + T_p)}{m_p n^2} \frac{\partial n}{\partial s} - \frac{1}{m_p n^2} \frac{\partial p_w}{\partial s}
\]

\[
\frac{\partial W_2}{\partial v} = \frac{\partial v}{\partial s}
\]

\[
\frac{\partial W_2}{\partial T_e} = \frac{k_B}{m_p n} \frac{\partial n}{\partial s}
\]

\[
\frac{\partial W_2}{\partial T_p} = \frac{k_B}{m_p n} \frac{\partial n}{\partial s}
\]

\[
\frac{\partial W_2}{\partial p_w} = 0 \tag{3.21}
\]

For \( W_3 \) (Eq. 3.15):

\[
\frac{\partial W_3}{\partial n} = \frac{(\gamma - 1) \kappa_e T_e^{5/2} \partial^2 T_e}{k_B n^2} \frac{\partial T_e}{\partial s} + \frac{5 (\gamma - 1) \kappa_e T_e^{3/2}}{2 k_B n^2} \left( \frac{\partial T_e}{\partial s} \right)^2 + \frac{(\gamma - 1) \kappa_e T_e^{5/2}}{k_B n^2 a} \frac{\partial a T_e}{\partial s} - 2 C_{pe} T_e^{-3/2} (T_p - T_e)
\]

\[
\frac{\partial W_3}{\partial v} = \frac{\partial T_e}{\partial s} + \frac{(\gamma - 1) T_e}{a} \frac{\partial a}{\partial s}
\]
\[
\frac{\partial W_3}{\partial T_e} = (\gamma - 1) \frac{\partial v}{\partial s} - \frac{5 (\gamma - 1) \kappa_e T_e^{3/2}}{2k_B n} \frac{\partial^2 T_e}{\partial s^2} + \frac{15 (\gamma - 1) \kappa_e T_e^{1/2}}{4k_B n} \left( \frac{\partial T_e}{\partial s} \right)^2 \\
+ \frac{5 (\gamma - 1) \kappa_e T_e^{3/2}}{2k_B n a} \frac{da}{ds} \frac{\partial T_e}{\partial s} + \frac{(\gamma - 1) v da}{a \frac{\partial T_e}{\partial s}} + C_{pe} T_e^{-3/2} n \left( \frac{3T_p}{T_e - 1} \right)
\]

\[
\frac{\partial W_3}{\partial T_p} = -2C_{pe} n \left( T_p - T_e \right)
\]

\[
\frac{\partial W_3}{\partial p_w} = 0
\]

For \( W_4 \) (Eq. 3.16):

\[
\frac{\partial W_4}{\partial n} = \frac{(\gamma - 1) \kappa_p T_p^{5/2}}{k_B n^2} \frac{\partial^2 T_p}{\partial s^2} + \frac{5 (\gamma - 1) \kappa_p T_p^{3/2}}{2k_B n^2} \left( \frac{\partial T_p}{\partial s} \right)^2 \\
+ \frac{(\gamma - 1) \kappa_p T_p^{5/2}}{k_B n^2 a} \frac{da}{ds} \frac{\partial T_p}{\partial s} + 2C_{pe} T_e^{-3/2} \left( T_p - T_e \right)
\]

\[
\frac{\partial W_4}{\partial v} = \frac{\partial T_p}{\partial s} + \frac{(\gamma - 1) T_p da}{a \frac{\partial T_p}{\partial s}}
\]

\[
\frac{\partial W_4}{\partial T_e} = -C_{pe} T_e^{-3/2} n \left( \frac{3T_p}{T_e - 1} \right)
\]

\[
\frac{\partial W_4}{\partial T_p} = (\gamma - 1) \frac{\partial v}{\partial s} - \frac{5 (\gamma - 1) \kappa_p T_p^{3/2}}{2k_B n} \frac{\partial^2 T_p}{\partial s^2} + \frac{15 (\gamma - 1) \kappa_p T_p^{1/2}}{4k_B n} \left( \frac{\partial T_p}{\partial s} \right)^2 \\
+ \frac{5 (\gamma - 1) \kappa_p T_p^{3/2}}{2k_B n a} \frac{da}{ds} \frac{\partial T_p}{\partial s} + \frac{(\gamma - 1) v da}{a \frac{\partial T_p}{\partial s}} + 2C_{pe} n \left( T_p - T_e \right)
\]
\[
\frac{\partial W_4}{\partial p_w} = 0 \quad (3.23)
\]

For \( W_5 \) (Eq. 3.17):

\[
\frac{\partial W_5}{\partial n} = -\frac{v_{A0}}{2an^{3/2}} \frac{\partial p_w}{\partial s} + \frac{3v_{A0}p_w}{4n^{5/2}a} \frac{\partial n}{\partial s}
\]

\[
\frac{\partial W_5}{\partial v} = \frac{\partial p_w}{\partial s} + \frac{3p_w}{2a} \frac{\partial a}{\partial s}
\]

\[
\frac{\partial W_5}{\partial T_e} = \frac{\partial W_5}{\partial T_p} = 0
\]

\[
\frac{\partial W_5}{\partial p_w} = \frac{v_{A0}}{an^{3/2}} - \frac{v_{A0}}{2an^{3/2}} \frac{\partial n}{\partial s} + \frac{3v}{2a} \frac{\partial a}{\partial s} \quad (3.24)
\]

### 3.2.4 The Full-Implicit Scheme

Now the basic equations are cast into the \( W \) vector (Eq. 3.12) and then differentiated and cast into the \( \partial W/\partial U \) matrix (Eq. 3.19), the numerical method can evaluate these terms to solve the following difference equations in the aim of arriving at a stable (steady-state) solution. From Lindemuth & Killeen (1973) and Hu (1989)

\[
\frac{1}{\Delta t} \left[ U_j^{n+1} - U_j^n \right] + W_j^{n+1} = 0 \quad (3.25)
\]

where
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\[ U_j^{n+1} = U(t^{n+1}, s_j), \quad U_n^n = U(t^n, s_j), \quad t^{n+1} = t^n + \Delta t \] (3.26)

\[ W_j^{n+1} = W_j^n + \left( \frac{\partial W}{\partial U} \right)_j^n \left[ U_j^{n+1} - U_j^n \right] + \left( \frac{\partial W}{\partial (\partial U/\partial s)} \right)_j^n \left[ \left( \frac{\partial U}{\partial s} \right)_{j+1}^{n+1} - \left( \frac{\partial U}{\partial s} \right)_j^n \right] \]

\[ \left( \frac{\partial W}{\partial (\partial U/\partial s^2)} \right)_j^n \left[ \left( \frac{\partial^2 U}{\partial s^2} \right)_{j+1}^{n+1} - \left( \frac{\partial^2 U}{\partial s^2} \right)_j^n \right] \] (3.27)

This is a Taylor expansion of the \( W_j^{n+1} \) term. \( (\partial U/\partial s)_j \) and \( (\partial U^2/\partial s^2)_j \) can be evaluated in terms of a central difference approximation as follows

\[ \left( \frac{\partial U}{\partial s} \right)_j = \frac{U_{j+1} - U_{j-1}}{s_{j+1} - s_{j-1}}, \quad \left( \frac{\partial^2 U}{\partial s^2} \right)_j = \frac{2}{s_{j+1} - s_{j-1}} \left( \frac{U_{j+1} - U_j}{s_{j+1} - s_j} - \frac{U_j - U_{j-1}}{s_j - s_{j-1}} \right) \] (3.28)

Equations 3.27 and 3.28 are then inserted into the implicit equation (Eq. 3.25) to form a tridiagonal set of algebraic equations

\[ A_j U_j^{n+1} + B_j U_{j+1}^{n+1} + C_j U_{j-1}^{n+1} = E_j \] (3.29)

where \( A_j, B_j \) and \( C_j \) are 5x5 matrices and \( E_j \) is a 5 dimensional vector. \( U_j \) remains a vector of the 5 plasma parameters used in this model (Eq. 3.12). \( A_j, B_j, C_j \) and \( E_j \) can be summarised as follows

\[ A_j = \frac{I}{\Delta t} + \left( \frac{\partial W}{\partial U} \right)_j^n \left. + \frac{2}{(r_{j+1} - r_j)(r_j - r_{j-1})} \left( \frac{\partial W}{\partial (\partial U/\partial r)} \right)_j^n \right. \]

\[ B_j = \frac{2}{(r_{j+1} - r_j)(r_j - r_{j-1})} \left( \frac{\partial W}{\partial (\partial U/\partial r^2)} \right)_j^n + \frac{1}{r_{j+1} - r_{j-1}} \left( \frac{\partial W}{\partial (\partial U/\partial r)} \right)_j^n \]

\[ C_j = \frac{2}{(r_{j+1} - r_j)(r_j - r_{j-1})} \left( \frac{\partial W}{\partial (\partial U/\partial r^2)} \right)_j^n + \frac{1}{r_{j+1} - r_{j-1}} \left( \frac{\partial W}{\partial (\partial U/\partial r)} \right)_j^n \]
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\[ E_j = -W^n_j + \left[ \frac{I}{\Delta t} + \left( \frac{\partial W}{\partial U} \right)_j \right] U^n_j + \left( \frac{\partial W}{\partial (\partial U/\partial r)} \right)_j \left( \frac{\partial U}{\partial r} \right)_j^n + \left( \frac{\partial W}{\partial (\partial^2 U/\partial r^2)} \right)_j (\partial^2 U)_{n} \] (3.30)

The set of tridiagonal equations indicated above can be cast into the following form

\[
\begin{bmatrix}
A_1 & B_1 & 0 & 0 & 0 \\
C_2 & A_2 & B_2 & 0 & 0 \\
0 & C_{N-2} & A_{N-2} & B_{N-2} & 0 \\
0 & 0 & C_{N-1} & A_{N-1} & B_{N-1} \\
0 & 0 & 0 & C_N & A_N
\end{bmatrix}
\begin{bmatrix}
U_1 \\
U_2 \\
U_{N-2} \\
U_{N-1} \\
U_N
\end{bmatrix}
= 
\begin{bmatrix}
E_1 \\
E_2 \\
E_{N-2} \\
E_{N-1} \\
E_N
\end{bmatrix}
\]

(3.31)

where the subscript \( N \) is the total number of parameters and \( I \) is a unit vector. The above equations can be evaluated using a conventional push-pull method. Primarily, the method must define and evaluate the matrix, \( Q \), and the vector, \( V \), from the algebraic equations \( AQ = B \) and \( AV = E \). The Gaussian elimination method is used to solve matrices of this form. Beginning with the first row in Eq. 3.31, the first expression can be treated as

\[ A_1 U_1 + B_1 U_2 = E_1 \quad \rightarrow \quad A_1^{-1} A_1 U_1 + A_1^{-1} B_1 U_2 = A_1^{-1} E_1 \] (3.32)

We can now define \( Q_1 = A_1^{-1} B_1 \) and \( V_1 = A_1^{-1} E_1 \). The matrices \( A_1, B_1 \) and \( E_1 \) will be defined by the boundary conditions. Equation 3.32 becomes

\[ U_1 + Q_1 U_2 = V_1 \]

(3.33)

The second expression to arise from Eq. 3.31 can be treated as

\[ A_2 U_2 + B_3 U_3 + C_2 U_1 = E_2 \]
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Substituting for $U_1$ (rearranging Eq. 3.33)

$$A_2 U_2 + B_3 U_3 + C_2 (V_1 - Q_1 U_2) = E_2$$

rearranging

$$(A_2 - C_2 Q_1) U_2 + B_3 U_3 = E_2 - C_2 V_1$$  (3.34)

Let $Q_2 = (A_2 - C_2 Q_1)^{-1} B_3$, rearranging for $B_3$, Eq. 3.34 becomes

$$U_2 + Q_2 U_3 = (A_2 - C_2 Q_1)^{-1} (E_2 - C_2 V_1)$$

Now let $V_2 = (A_2 - C_2 Q_1)^{-1} (E_2 - C_2 V_1)$, Eq. 3.34 can be reduced to

$$U_2 + Q_2 U_3 = V_2$$  (3.35)

By comparing Eq. 3.33 and Eq. 3.35, it is evident they share the same form. It is now possible to derive general expressions for the components of the matrix of Eq. 3.31.

Therefore

$$U_{j-1} + Q_{j-1} U_j = V_{j-1}$$  (3.36)

and

$$Q_j = (A_j - C_j Q_{j-1})^{-1} B_j , \quad V_j = (A_j - C_j Q_{j-1})^{-1} (E_j - C_j V_{j-1})$$  (3.37)

where $j = 2, 3... N - 1, N$.  

75
At the limit of calculation, where \( j = N \) (as is evident at the base of the matrix in Eq. 3.31 where \( C_N U_{N-1} + A_N U_N = E_N \)), \( U_{N-1} + Q_{N-1} U_N = V_{N-1} \). In this case \( B_N = 0 \) and the matrices \( A_N, C_N \) and \( E_N \) will be defined by the boundary conditions. Combining these equations results in \( C_N (V_{N-1} - Q_{N-1} U_N) + A_N U_N = E_N \). \( U_N \) can now be determined.

From Eq. 3.36, \( U_{N-1} \) can be found. Therefore

\[
V_{j-1} - Q_{j-1} U_j = U_{j-1} \tag{3.38}
\]

where \( j = N, N - 1, \ldots, 3, 2 \).

### 3.2.5 Boundary Conditions

A steady flow of plasma is assumed during the steady-state phase of the loop lifetime. We also assume a magnetic field strength of 80G (typical magnetic field strengths in coronal loops are 50-100G; Lenz 1999). The footpoints have a starting temperature of 20,000K (both electrons and protons are assumed to be equilibrium), but may change as different values of \( \xi \) are used (due to the photospheric temperature and \( \xi \) relationship; Chae et al. 1998). \( \xi \) is fixed at the upflowing footpoint \( (s=0) \) but is allowed to change as the waves propagate around the loop, totally dissipating at \( s = L \). Both footpoints are free boundaries for density and plasma flow velocity, it is the energy flux of the upflowing waves that characterise the coronal loop density and plasma flow.

### 3.3 Iterative Method

During experimentation with many solutions, it was found an iterative method had to be applied to the code. If the initial ‘guess’ solution is too far from steady-state (i.e.
after undergoing the lengthening process, Section 3.6, or on attempting to aquire an extreme final solution), the code will break down due to its inability to cope with extreme changes in the plasma parameters. The code is particularly sensitive to any variation in $l_{\text{drive}}$ and $\xi$ (Eq. 2.15, i.e. variation in the turbulent heating rate).

Figure 3.3 graphically shows the system used in the iterative method. Firstly we have the initial *guess* solution. Strictly speaking this is not a guess solution, more of an *educated guess* solution. For the numerical method to begin processing the data, the input solution must have $\xi$ and $l_{\text{drive}}$ values fairly close to what the code is expecting. For example, if the input solution is taken from a hot loop, heated by very energetic waves with strong turbulence, to apply it to a code that has been set up to output a cool solution heated by low energy waves, it is highly unlikely steady-state will be possible. Therefore there must be some consideration as to how the input solution relates to the output solution. If steady-state is not achieved, the input data must be re-evaluated, altering the variables until a *first-run* is achieved. Once the first solution is computed it is a relatively easy task to tune the parameters toward the desired final values of $\xi$ and
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\(l_{\text{drive}}\) in small iterative steps.

Although each iterative step is necessary to progress to the final desired solution, each iteration need not be wasted. At logical points, each iteration is stored for later use. One such use is apparent during the parameter study carried out in Chapter 4. During the construction of the contour maps in parameter space these iterations could be applied to form the smooth contouring evident in Figs. 4.1, 4.3 and 4.4.

3.4 Numerical Simulation Units (NSU)

Le Systeme International (SI) units are commonly used in most areas of physics. Astrophysical studies often use Gaussian (CGS) units. Within the full-implicit environment of the numerical code outlined in this study, all the parameters are converted and calculated in Numerical Simulation Units (NSU). Once the code has calculated the basic equations (Section 3.2.1), the output parameters are converted from NSU to Gaussian/SI units for further analysis. All units prior to this section have been in the Gaussian regime (centimetres, grams, seconds). During the simulation stage of this study, the units deviate into the NSU regime. Once solutions are gained and analysis of simulation data can begin, parameters such as temperature \((T)\) and loop length \((L)\) are simplified to the units of MK (million Kelvin) and Mm (million metres) respectively. This improves clarity of the large scales under interpretation.

The NSU system is very important in the case of any solar wind/coronal loop models. We are dealing extremely large (in the case of plasma number density, \(n \approx 10^8 \text{cm}^{-3}\)) and very small (in the case of particle mass, \(m \approx 10^{-24} \text{g}\)) numbers, there is therefore a risk of exponential explosions and lack of precision in results. To combat this problem, the following basic units are applied keeping in mind the magnitude of average solar values (Hu, 1989)
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(i) Length: $d=10^{10}\text{cm}$

(ii) Velocity: $v=10^{7}\text{cms}^{-1}$

(iii) Mass: $m=10^{-24}\text{g}$

(iv) Number density: $n=10^{8}\text{cm}^{-3}$

(v) Temperature: $T=10^{6}\text{K}$

For example, the proton mass measures $m_p=1.67\times10^{-24}\text{g}$ in CGI units. As mass has the unit of $10^{-24}\text{g}$ in the NSU system, the proton mass will now have a reading of 1.67. It is obvious the NSU system will make the parameters far easier to manage and calculate.

The basic units permeate through the derived units. From dimensional analysis, the simple derivation of time to the derivation of magnetic flux demonstrates how the derived units are treated:

**Example 1:** $v=d/t$. The dimensions for $t$ are $[d][v]^{-1}$. $d$ has the unit of $10^{10}\text{cm}$ and $v$ has the unit of $10^{7}\text{cms}^{-1}$. In the NSU system, $t$ will therefore have the unit of $10^{3}\text{s}$.

**Example 2:** $v_A=B/\sqrt{4\pi\rho}$. The dimensions for $B$ are $[v][\rho]^{1/2}$. $v$ has the unit of $10^{7}\text{cms}^{-1}$ and $\rho$ has the unit of $10^{-16}\text{g cm}^{-3}$ (derived from the analysis of $\rho=nm_p$). In the NSU system, $B$ will therefore have the unit of $10^{-1}\text{G}$.

After consideration for the scaling of the NSU system is taken into account, the basic parameters can be arranged in their associated basic equations (Section 3.2.1) and cast into the the numerical method (Section 3.2.4). Once the numerical method converges to steady-state, the outputted NSU results are converted back to Gaussian or SI units for analysis.
3.5 The First Solution

The primary solution to be inputted into the simulation is studied in Li & Habbal (2003). In this work, one loop of length 70Mm is used. As already mentioned, the numerical method (Section 3.2.4) originates from solar wind simulations. This is the starting point for this numerical model in that the very first coronal loop solution originates from a two-fluid solar wind model solution.

The magnetic flux is open in the solar wind, it is closed for coronal loops, but the plasma characteristics are very similar. By manipulating a two-fluid solar wind solution, one can arrive at a coronal loop solution. A solar wind solution can be taken, cropped at a certain altitude, duplicated and mirrored. This can produce a crude but manageable coronal loop primary solution where the solar wind solution will now be anchored at both ends and gravity stratification will govern the plasma dynamics. Rather than beginning at a gravity maximum at the solar surface and decreasing as solar flux extends into interplanetary space (in the solar wind case), the gravity term for a coronal loop dictates that the semi-circular loops gravitational energy will begin at a maximum and end at a maximum (at the solar surface).

The numerical method will have difficulties in converging to a steady solution from this raw data set due to a rapid reversal in plasma parameters (particularly at the loop apex), so very fine adjustments are required during the iterative process (Section 3.3). Once convergence is achieved however, the plasma parameter variation will be minimised, so the output solution will be used for subsequent experimentation.
3.6 Loop Lengthening

For any detailed work, the loop must be lengthened (and shortened) and must have a smooth parameter transition from one grid point to the next. It is a necessary progression in this study to experiment with a range of loop lengths. Aschwanden (2002b) summarises observations of a selection of EUV coronal loops and relevant data is extracted and presented in Table 3.1. This data is an indication of the lengths of EUV loops expected in the corona. From the first row in Table 3.1, the range of loop half lengths is 37-291Mm, in which case it seems reasonable to construct loops with total lengths of 80-600Mm. Also, observations suggest the existence of shorter, cool loops. Work by Sakai et al. (2001) follows up suggestions by Aschwanden et al. (2000a) and observations by TRACE that a possible unidentified energy source heats the corona at an altitude of no higher than 16Mm. Therefore Sakai et al. (2001) work with shorter loops with lengths of just under 10Mm in an attempt to probe the low corona. In this study, lengths will range between 10-600Mm to cater for this observed range.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Average</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop half length, ( L ):</td>
<td>110±53Mm</td>
<td>37-291Mm</td>
</tr>
<tr>
<td>Extent, ( h^* ):</td>
<td>-</td>
<td>24-185Mm</td>
</tr>
<tr>
<td>Loop width, ( w ):</td>
<td>8.7±2.8Mm</td>
<td>5.5-16.8Mm</td>
</tr>
</tbody>
</table>

Table 3.1: Physical parameters averaged for 26 oscillating EUV loops - selected data from Aschwanden (2002b). *The range value for the loop extent is not an observed quantity, found from loop half length data \((\pi r=2L)\), assuming zero inclination.

In order to lengthen and shorten the loop solutions, an IDL routine is constructed. The main components of the routine involves calculating the exponential increase in grid-point spacing and reading the basic parameter values at each point. The grid spacing is an important factor when considering the scale of perturbations in the modelled coronal loop plasma. The primary solution has enough grid points to support a larger spacing between points. It is therefore an easy task to incorporate a small multiplying factor in
the grid spacing to gradually stretch the modelled loop to the desired length. Problems often occur with longer loops (i.e. loops of length $L > 300\text{Mm}$ required better resolution between points), so extra grid points can be inserted to smooth the transition of plasma parameters from one grid point to the next. The values for each additional grid point is the average value of the two adjacent grid points.

Shorter loops are also required, so the converse action can be taken. When shrinking the loop, a dividing factor can be introduced decreasing in grid point spacing, increasing the resolution. This is not always beneficial. Grid points in this case may be removed in sections of the loop where they are superfluous (particularly in the coronal section). The maximum number of grid points in the longest loops does not exceed 1350 and for the shortest loops considered, the minimum number is no lower than 1160. The range in grid point spacing for long loops used in this study is approximately 15m (at footpoint) to 1Mm (at loop apex). There is sufficient spacial resolution along the coronal loop model to detect small-scale parameter variations low in the corona and large scale parameter variations high in the corona.

It is assumed the Alfvén waves in this thesis propagate in the Wentzel-Kramer-Brillouin (WKB) limit. This approximation requires the propagating wave to have wavelengths smaller than the length-scale of variations in the medium that it is propagating through (hence the attention to higher resolution of grid points close to the surface than to high in the corona). Although McKenzie (1994) states the WKB approximation breaks down close to the Sun, due to small-scale variations in the medium approaching similar scales to the small wavelengths of propagating waves, this work assumes WKB remains a good approximation. Wave momentum deposition will be small close to the Sun (Hollweg, 1986), so any violation of the WKB approximation will be negligible to results.

Grid point spacing will affect the spacial resolution of the model. Although temporal resolution is secondary to this (as we are only modelling steady-state loops, the evolu-
tion plasma parameters is generally ignored), the calculation time-step in the numerical method becomes increasingly important at the boundary between temperature inversion solutions and shocked solutions. As plasma flow increases, shocks may form (as $v > c_s$) causing numerical instabilities. Shocks may only be modelled by this numerical method if the temporal resolution is increased (i.e. decreasing the calculation timestep). The range of shocked solutions are small (as discontinuities in plasma parameters are very difficult to model) but are detailed in Section 5.7.

### 3.7 Confirmation of Steady State

After rigorous testing of the numerical method as applied in this fashion, it was found that for all the loops of various lengths, steady state could be achieved very quickly when running the code. In reality, quiescent coronal loops have lifetimes of the order of hours to days (see Fig. 1.13 in Chapter 1 for a time series of 24 hours where the coronal loop morphology does not change appreciably). The total simulation time is not required to be as long as the total lifetime of the coronal loop, only as long as it takes for there to be no appreciable change in parameter stability over time (i.e. the achievement of steady state). The model is very efficient at reaching steady state, so generally, the total simulation time is set to the minimum time for any fluctuation in parameters or wave propagation to traverse the whole loop length. Steady state is reached within minutes, but the model time is usually set in the order of hours, so steady state is assured. Even though a steady solution may be outputted by the code, confirmation of a balance between the energy sources and sinks along the loop length must be arrived at. Only then will the final solution be considered to be in a steady state time- and parameter-wise.

In the coronal loop body, energy sources include gravity, wave, enthalpy and kinetic
energy flux. Energy sinks include conduction and radiation. For steady state to be achieved, all these energy fluxes must balance and be constant along the loop length. Equation 3.39 describes the energy flux balance

\[
\left(3 + \frac{2}{M_A}\right) p_W + \frac{\gamma n k (T_e + T_p)}{\gamma - 1} + \int_0^s \frac{nm_p GM_o \cos \theta(s) \cos \chi}{[R_0 + h(s) \cos \chi]^2} + \frac{1}{2} nm_p v^2 \] va

\[
- \kappa_e \frac{dT_e}{ds} - \kappa_p \frac{dT_p}{ds} + a \int_0^s L_{rad} ds = H
\]

(3.39)

where \(M_A = v/v_A\) is the Alfvén Mach number and \(H\) is a constant. The above energy fluxes can be plotted and analysed to see if the \(H\) term does indeed remain constant. The degree of how constant \(H\) remains reflects the accuracy of the numerical method. Conductive energy flux is influenced by the temperature gradient along the loop (i.e. \(-dT_e/ds\)) and will therefore be negative in the upflowing footpoint (as temperature increases rapidly) and positive in the downflowing footpoint (as temperature decreases rapidly). Any large deviation in the total energy flux would reveal inaccuracies or errors in the code. Figure 3.4 is an example plot of the energy analysis of a 600Mm loop in steady state. The total energy flux remains constant within an error margin of 1%, demonstrating the very high accuracy of this method.

The loop length described in Fig. 3.4 demonstrates an obvious double-hump in temperature profile. During preliminary studies it was assumed the local temperature minimum and secondary local temperature maximum (above the right footpoint) was due to transfer of kinetic energy from near-supersonic plasma flow. Generally, all modelled loops beyond 200Mm in length exhibit a similar double-hump temperature profile at very low driving scales and high flow velocities. However, on analysis of loop energy flux across all loop lengths, it is obvious kinetic energy flux is minuscule when compared to gravity flux and enthalpy flux. It is logical to conclude that it is the release of gravitational
Figure 3.4: Balance of energy flux along a loop of length $L = 600\text{Mm}$. In the top frame (a), proton temperature (solid line), pressure (dotted line) and velocity (dashed line) along the loop are plotted. The bottom frame (b) compares the plasma parameters with the various energy fluxes. Kinetic energy flux (thin solid line), gravitational flux (dotted), conduction flux (short-dash), radiative flux (long-dash), enthalpy flux (dot-dash) and wave flux (triple-dot-dash) all contribute toward the total energy flux (thick solid line).
energy flux that increases the enthalpy flux within the modelled loop and not an effect loop heating due to kinetic energy transfer. Patsourakos et al. (2004) carries out energy flux analysis on a long loop model with a local temperature minimum at the loop apex and comes to a similar conclusion. Kinetic energy flux is low whereas gravity and enthalpy dominate. The wave heating profile of this interesting feature is investigated in Section 4.4.

3.8 Radiation Function

As already described, the radiative loss function is a very important factor in coronal loop modelling and measurements of \( L_{\text{rad}} \) are constantly evolving through improvements of coronal abundance observations. Section 3.7 also indicates radiative losses to be the main energy sink along the highly radiating, dense coronal loops. The parameter study in Chapter 4 uses Rosner et al. (1978) classical radiative losses (Eq. 3.5), but it is useful to directly compare the classical radiative loss function with more recent studies. Klimchuk & Cargill (2001) uses modified values of \( L_{\text{rad}} \) (Eq. 3.6) for their nanoflare heating model, so these two radiative loss functions are compared by modifying the numerical method accordingly. Three loop lengths are selected (\( L = 10\text{Mm}, 300\text{Mm and 600Mm} \)) and the characteristics of the turbulent heating is kept at \( l_{\text{drive}} = 100\text{km} \) and \( \xi = 8\text{km}^{-1} \). Figure 3.5 shows the results from this comparison. Generally, short coronal loops (\( L = 10\text{Mm in this case} \)) experience lower temperatures and lower densities when radiating with \( L_{\text{rad(KC)}} \), there appears to be a decrease in temperature of approximately 0.1MK and a decrease in density of approximately \( 8 \times 10^8 \text{cm}^{-3} \). The situation changes for higher temperatures. \( L_{\text{rad(RTV)}} \) causes the lower temperature solutions in both the \( L = 300\text{Mm and 600Mm} \) loops, but maintains higher densities than the \( L_{\text{rad(KC)}} \) solutions. This comparison is interesting as there is a comparable difference in results and the dominance of one radiation function over another is dependent on
Figure 3.5: Comparison between two radiative loss functions for a selection of loop lengths. Loops radiating with $L_{\text{rad}}$ by Rosner et al. (1978) (Eq. 3.5) are plotted with a solid line and loops radiating with $L_{\text{rad}}$ by Klimchuk & Cargill (2001) (Eq. 3.6) are plotted with a dashed line. Both proton temperature ($T_p$, top) and density ($n$, bottom) are plotted for each loop. The three example loops ($L =$10Mm, 300Mm, 600Mm) are all heated by $\dot{\xi} = 8\text{km}s^{-1}$, $l_{\text{drive}} = 100\text{km}$ waves.

During preliminary tests of the numerical method, it was found that the stability of the model worsened as the iterative procedure (Section 3.3) approached high-$l_{\text{drive}}$ values. It can be expected that the method will not simulate hydrostatic loops. As the code reaches $l_{\text{max}}$ the loops will approach a quasi-hydrostatic state ($\partial v/\partial s \sim 0$, Eq. 3.2) but there is also the concern that there is insufficient heating near the loop footpoints to balance the radiative losses. The radiative loss function used by Moriyasu et al. (2004) (Eq. 3.7, $L_{\text{rad}}(\text{MTTK})$) addresses this issue. Rather than setting the radiative response for certain plasma temperatures, $L_{\text{rad}}(\text{MTTK})$ varies with the density of the emitting plasma at temperatures below 0.04MK. Although there was some success with the implementation of $L_{\text{rad}}(\text{MTTK})$, the numerical method still becomes unable to arrive at a steady-state due to the quasi-hydrostatic nature of coronal loops driven at maximum driving scales ($l_{\text{drive}}$).
3.9 Discussion

This chapter details the numerical method applied to the coronal loops modelled in this study. The reader is guided through the main mathematical steps during manipulation and application of the compact form of the basic equations (Section 3.2.1 and 3.2.2). Each element in the numerical method can then be cast into a matrix where the derivatives can be managed and evaluated. Only when the basic equations have undergone this rigorous manipulation can the full-implicit scheme be applied (Section 3.2.4). Due to constraints on this method it can often be difficult to arrive at a desired final solution from scratch, so the iterative method as explained in Section 3.3 must be used to gradually adapt the independent variables toward a final (and steady) solution. It is found that this approach is very effective, and although time consuming, one can probe the limits of numerical stability with great accuracy. From manipulation of the full-implicit scheme described here, rigorous testing and development is required to adapt this model for simulating coronal loops of various lengths and turbulence criteria. Some of the initial results arriving from this study are also presented during tests of numerical stability and energy conservation (Section 3.7). A good foundation is acquired so a thorough parameter study can be carried out to see the ability of the model to simulate coronal loops that may explain the characteristics of observed quantities (Chapter 4).
Chapter 4

Coronal Loop Parameter Mapping

4.1 Introduction

After development and testing, the next task for this study is to explore the advantages and limitations of the numerical method outlined in Chapter 3. The resonant Alfvén waves are maintained by a turbulent cascade as described in Section 2.3. The parameters of Alfvén wave amplitude ($\xi$) and driving scale ($l_{\text{drive}}$) characterise the dynamics of the quiescent coronal loops under study. There is a massive parameter space to explore (especially when considering the range of loop lengths that are available) so a method is required to quantify the response of the basic parameters (temperature, $T$, density, $n$, velocity, $v$, and pressure, $p$) to $\xi$ and $l_{\text{drive}}$ variation. It is assumed that the turbulence will develop by the Kolmogorov regime as the typical scales in question are well within the resolution limits of current observatories, but very small scales (down to $l_{\text{drive}} \sim 10\text{km}$) will also be probed so a full picture of the system can be evaluated. Section 4.3 justifies this choice.

This chapter is devoted to an extensive parameter study where the effect of the variables $\xi$, $l_{\text{drive}}$ and loop length ($L$) on coronal loop plasma are analysed in a series of contour
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These plots provide an ideal visual basis to develop subsequent loop case studies and analysis giving a better understanding of any patterns and/or relationships between the independent variables. Section 4.4 examines the heating profiles generated by this method for a range of loops also detailing the dependence of the evolving $\xi$ on loop temperature and loop length. This chapter concludes with a comprehensive comparison with the classical hydrostatic scaling relation derived by Rosner et al. (1978) in Section 4.5.

4.2 Parameter Mapping

It is important that an overview is acquired of the response of this range of loop lengths for different Alfvén wave amplitudes ($\xi$) and driving scales ($l_{\text{drive}}$). This numerical method does not allow us to select a desired output temperature and/or density due to the self-consistent nature of the physics used. The governing turbulence equation (Eq. 2.3) characterises the loop output parameters, not vice-versa. A problem presents itself. To arrive at any steady-state solution, values for $\xi$ and $l_{\text{drive}}$ must be decided on and then the simulation started (assuming, firstly, that the variables are not too extreme for the input solution to converge to). This is a major limitation, one cannot simply see how an arbitrary value of $\xi$ and an arbitrary value of $l_{\text{drive}}$ produces a reasonable output solution. The iterative method described in Section 3.3 is a very effective way to slowly adapt a solution toward the desired output parameters, but this can be an arduous cycle of running the simulation, slightly altering the variables, running the simulation, slightly altering the variables and so on. Producing the desired output temperatures and/or loop densities can be difficult and highly improbable (over a small number of iterations in any case), one is effectively taking ‘shots in the dark’ and guessing at the parameters that are outputted. So, the maximum temperature ($T_{\text{max}}$), minimum density ($n_{\text{min}}$), maximum velocity ($v_{\text{max}}$) and minimum pressure ($p_{\text{min}}$) must be plotted for many
steady solutions (storing the output data over each iteration) to the \( \xi \) and \( l_{\text{drive}} \) independent variables in parameter space. A visual ‘map’ of the expected final solutions can be acquired.

The results presented in this chapter are wide ranging and will take on 3 sections. The response of a number of different coronal loop lengths (from ‘short’ \( L = 10 \text{ Mm} \) to ‘long’ \( L = 600 \text{ Mm} \)) to the variables \( \xi \) and \( l_{\text{drive}} \) are evaluated whilst assuming a Kolmogorov turbulent spectrum. The first section demonstrates the sensitivity of loop length to a range of driving scales \( (l_{\text{drive}} = 10 \sim 8000 \text{ km}) \) whilst being held at a constant Alfvén wave amplitude \( (\xi = 10 \text{ km s}^{-1}; \) corresponding to a footpoint temperature of 20,000K; Chae et al. 1998). The second section again plots \( L \) against \( l_{\text{drive}} \), but the Alfvén amplitude is increased to \( \xi = 14 \text{ km s}^{-1} \) (corresponding to a footpoint temperature of approximately 30,000K). The results of \( \xi = 10 \text{ km s}^{-1} \) can be compared with \( \xi = 14 \text{ km s}^{-1} \). In the third section, one loop length \( (L = 40 \text{ Mm}) \) is studied to find the parameter response to both \( \xi \) and \( l_{\text{drive}} \) variables. By ‘mapping’ \( T_{\text{max}} \), \( n_{\text{min}} \), \( v_{\text{max}} \) and \( p_{\text{min}} \), comparisons can be made with the results of other authors (i.e. Winebarger et al. 2003 ran tests on a \( L = 40 \text{ Mm} \) loop and compared their dynamic model results with observation).

Warm \( (T_{\text{max}} \approx 1 \text{ MK}) \) and dense \( (n_{\text{min}} > 10^9 \text{ cm}^{-3}) \) short, EUV loops \( (L < 100 \text{ Mm}) \) are readily simulated. Hot \( (T_{\text{max}} > 2 \text{ MK}) \) and less dense \( (n_{\text{min}} \approx 10^9 \text{ cm}^{-3}) \) long, SXT loops \( (L > 200 \text{ Mm}) \) are also evident. Through mapping the coronal loop parameters, an insight to the reaction of loops of a range of lengths to the turbulent heating variables can be gained.

Figure 4.1 shows the response of loop lengths \( L = 10 \sim 600 \text{ Mm} \) to driving scales \( l_{\text{drive}} = 10 \sim 8000 \text{ km} \). In this case, all solutions are held at constant \( \xi = 10 \text{ km s}^{-1} \). There are 277 steady solutions that form this analysis. The area with no data in the top left hand corner of each plot are hydrostatic solutions and could not be computed with this code. The area with no data in the bottom right hand corner are unstable solutions due
Figure 4.1: Contour plot of the $\xi=10\text{km}^{-1}$ dataset. a) Maximum proton temperature (MK), b) maximum proton velocity (kms$^{-1}$), c) minimum proton density ($\times 10^8\text{cm}^{-3}$), d) minimum pressure (dyne cm$^{-2}$). Note: $l$ in the above plot is equivalent to $l_{\text{drive}}$ in Eq. 2.15. This is the case for all subsequent parameter plots in this chapter.
to extreme plasma flow (Fig. 4.2). Short (long) loops with very high (low) $l_{\text{drive}}$ causes the code to break down. Short loops with very high $l_{\text{drive}}$ lead to insufficient heating near the boundaries to balance the radiative loss (radiative energy loss far exceeds wave energy gain). There is some improvement on results when the radiative loss function as adopted by Moriyasu et al. (2004) (Section 3.8) is incorporated in the footpoint region of the loops, but problems persist as maximum-$l_{\text{drive}}$ is approached. This issue is therefore a problem with the code not finding steady state for hydrostatic solutions. At low-$l_{\text{drive}}$ and long loop lengths ($L \geq 300\text{Mm}$) however the opposite action occurs. Plasma flow becomes shocked ($v \sim c_s$), causing instabilities and loss of steady-state. Some shocked solutions can be modelled after further refinement of the code (Section 5.7).

In Fig. 4.1, $T_{\text{max}}$, $v_{\text{max}}$, $n_{\text{min}}$ and $p_{\text{min}}$ are plotted in frames $a)$, $b)$, $c)$ and $d)$ respectively. It is worth noting that these maximum and minimum values are not necessarily at the loop apex. Loops with extreme asymmetry in their heating profiles will cause a heating maximum closer to the loop footpoint. This is not obvious in this figure, but with reference to Fig. 4.2, generalised regions of heating profiles are plotted. Figure 4.2 is assembled by scanning through the loop temperature and heating profiles. Temperature inversion, footpoint, non-uniform and quasi-uniform heating profiles are identified according to the profiles evident in the $\xi = 10\text{km}^{-1}$ data. This is produced ‘by eye’ and is only intended to illustrate the general regions of heating profile. The criteria for identifying different heating profiles can be found in Section 4.4.

This model predicts generally high plasma temperatures for the whole range of coronal loops, with a maximum value of 5MK located at $l_{\text{drive}} = 1000\text{km}$ for the longest loop, $L = 600\text{Mm}$. The coolest solution is located at $l_{\text{drive}} = 280\text{km}$ for a short loop of length $L = 10\text{Mm}$, where the maximum (apex) temperature does not exceed $T = 0.75\text{MK}$. This cool loop solution is investigated in Section 5.5.
Figure 4.2: The generalised regions of modelled loop heating. The shaded zones indicate where the numerical method has difficulty producing steady-state solutions and could not be plotted. A similar pattern in heating profiles is observed across all values of $\xi$.

As investigated by Neupert et al. (1998), Lenz et al. (1999), Aschwanden et al. (2000a), Aschwanden (2001), the driving scale has a strong influence on the mass of plasma flow into the coronal loop. Winebarger et al. (2003) use the variable ‘scale height’ ($s_H$), which is analogous to $l_{\text{drive}}$ as described in Eq. 2.3. Winebarger et al. (2003) state that a small $s_H$ has the ability to pull more mass from the chromosphere. This process is reflected in work by Antiochos & Klimchuk (1991), where it is found that an increase in heating (i.e. reducing the driving scale) focuses the energy deposition above the upflowing footpoint, pulling more plasma into the loop. However, Fig. 4.1c shows that this dependence is not monotonous. For a loop of fixed length, there is a particular value of $l_{\text{drive}}$ which optimises plasma density around the loop apex. For short loops at low $l_{\text{drive}}$, there is a huge amplification in the apex density, $n_{\text{apex}}$ ($n_{\text{apex}} \approx n_{\text{min}}$ in this case). As $L$ is increased, $n_{\text{apex}}$ diminishes very quickly. The density for the shortest
(L = 10Mm) loop approaches \( n_{apex} = 8 \times 10^9 \text{cm}^{-3} \) at low \( l_{drive} \). However, for the longest loop the density drops to around \( n_{apex} = 4 \times 10^8 \text{cm}^{-3} \) at low \( l_{drive} \).

At maximum-\( l_{drive(\text{max})} \) for the whole range of loops the wave energy seems to be too weak to drive the plasma around the loop, \( n_{\text{min}} \) is reduced to a minimum as the plasma flow is close to zero. Maximum-\( l_{drive} \) appears to be highly dependent on \( L \). From this analysis, the contrast between short, cool loops and long, hot loops can be seen.

This predicts cool and very dense loops for \( L < 60 \text{Mm} \) at \( l_{drive} < 100 \text{km} \). Also, very hot, less dense loops exist at \( L > 200 \text{Mm} \), with ‘optimised heating’ at approximately \( l_{drive} = 1000 \text{km} \).

Figure 4.3 shows the results for \( \xi = 14 \text{kms}^{-1} \). A similar pattern as \( \xi = 10 \text{kms}^{-1} \) exists, but more energy is injected into the corona. This effect is demonstrated in the temperature profile (Fig. 4.3a). The maximum temperature for this range of \( L \) has now increased to 6.5MK, for \( L = 600 \text{Mm} \) at \( l_{drive} = 4000 \text{km} \).

This analysis is composed of 285 steady solutions. A greater range of solutions exist; maximum-\( l_{drive} \) is increased by an average of 62%. The coronal loops are able to support higher driving scales. If \( \xi \) is increased, the energy carried by the wave is increased. This explains why there is such an increase in \( l_{drive(\text{max})} \) as \( \xi \) is raised from \( \xi = 10 \text{kms}^{-1} \) to \( \xi = 14 \text{kms}^{-1} \).

Although this is the case, for solutions \( L < 40 \text{Mm} \) at \( \xi = 14 \text{kms}^{-1} \), the code breaks down. As \( L \) and \( l_{drive} \) are small, a massive amount of plasma is dragged from the chromosphere to produce very dense coronal loops (Fig. 4.3c). Although compared to the other solutions in this analysis they appear ‘cool’, these short loops have temperatures in the region of \( T < 2 \text{MK} \) (this is an approximation as loops below \( L = 40 \text{Mm} \) have been ommitted from this plot). If the loop temperature is lowered too far, the solution becomes unstable. Cool loops are a direct result of lower \( \xi \). The maximum density pulled from the chromosphere by Alfvén waves at \( \xi = 14 \text{kms}^{-1} \) is \( n_{\text{min}} = 6.0 \times 10^9 \text{cm}^{-3} \).
Figure 4.3: Contour plot of the $\xi=14\text{km}^{-1}$ dataset. a) Maximum proton temperature (MK), b) maximum proton velocity (kms$^{-1}$), c) minimum proton density ($\times10^8\text{cm}^{-3}$), d) minimum pressure (dyne cm$^{-2}$).
As detailed in Chapter 1 (Section 1.5), plasma flow velocities along observed steady state coronal loops are believed to be in the range of $5 - 60\text{km}s^{-1}$ (Saba & Strong, 1991, Spadaro et al., 2000, Winebarger et al., 2002). In this model, if the driving scale is low, higher plasma flow velocities can be expected. With reference to Fig. 4.1b and 4.3b, velocities are enhanced at minimum $l_{\text{drive}}$ to $v_{\text{max}} = 150\text{km}s^{-1}$. The solutions appear to have a very sharp cut-off at low $l_{\text{drive}}$ where the code breaks down due to the production of shocked plasma flow. The solutions over $L = 200\text{Mm}$ demonstrate higher $v_{\text{max}}$ for higher $l_{\text{drive}}$, but the maximum velocity remains below $170\text{km}s^{-1}$ ($v \leq c_s$).

To further this method, a loop of length $L = 40\text{Mm}$ is analysed (Fig. 4.4). Again, $T_{\text{max}}$, $v_{\text{max}}$, $n_{\text{min}}$ and $p_{\text{min}}$ are plotted in frames $a)$, $b)$, $c)$ and $d)$ respectively. $\xi$ and $l_{\text{drive}}$ are varied so a picture is built as to how a loop of this length responds. 142 steady solutions form this analysis. $\xi = 5 - 12\text{km}s^{-1}$ and $l_{\text{drive}} = 10 - 1000\text{km}$ are chosen as the variable range. The range of $\xi$ corresponds to chromospheric temperatures of $T = 15000 - 22000\text{K}$ (Chae et al., 1998).

As one would expect, the maximum temperature can be found at maximum $\xi$ ($12\text{km}s^{-1}$). There is a region of optimised heating at approximately $l_{\text{drive}} = 200\text{km}$, lower $l_{\text{drive}}$ tends to cooler solutions. This pattern can be seen for all $L$, optimised heating occurs at mid-$l_{\text{drive}}$ for each solution, before the code runs into the hydrostatic region (in the top left-hand corner). As observed in Fig. 4.4a and 4.4c, a high temperature ($T_{\text{max}} = 2.5\text{MK}$) region coincides with a high density ($n = 4.5 \times 10^9\text{cm}^{-3}$) region. This confirms as $\xi$ is increased, greater energy is injected into the coronal plasma, causing greater heating and more mass to be driven from the chromosphere. As $T$ and $n$ are in correlation for this test, the total plasma pressure ($p = nkT$) is greatly enhanced at high $\xi$ (Fig. 4.4d). As can be expected, plasma velocity is high at low $l_{\text{drive}}$ (Fig. 4.4b), reaching a maximum of $v_{\text{max}} = 42\text{km}s^{-1}$ at $l_{\text{drive}} = 10\text{km}$ and $\xi = 12\text{km}s^{-1}$. 
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Figure 4.4: Contour plot of the $L=10\text{ kms}^{-1}$ dataset. a) Maximum proton temperature (MK), b) maximum proton velocity ($\text{kms}^{-1}$), c) minimum proton density ($\times 10^8\text{ cm}^{-3}$), d) minimum pressure (dyne cm$^{-2}$).
4.3 Kolmogorov vs. Kraichnan II

Section 2.3.1 explored the current understanding of Kolmogorov and Kraichnan turbulence (Kolmogorov, 1941, Kraichnan, 1965) and suggests that Kraichnan turbulence operates over scales that may be associated with sub-resolution structures. To focus this work, Kolmogorov scales are assumed to dominate the modelled coronal loops in this study and applied to the parameter study in Section 4.2. This section will detail the reaction of the modelled loops to the Kraichnan turbulent regime and justify why Kolmogorov turbulence is assumed in Section 4.2.

The Kraichnan turbulent cascade equation ($Q = \rho \xi^4 / v_A l_{\text{drive}}$) is applied to an isothermal loop solution for the $L = 300\text{Mm}$ loop (see Chapter 5, Table 5.1). A comparison can then be made between the loop heated in the Kraichnan regime and the loop heated by the Kolmogorov regime to verify the difference in driving scales required to maintain the heating of a steady state loop at isothermal temperatures. The motivation behind using one of the isothermal loops from Section 5.3 is that there needs to be a very delicate balance of $l_{\text{drive}}$ and $\xi$ to acquire an isothermal coronal temperature. For a given magnetic field strength there appears to be a unique temperature where the balance between wave energy flux and gravitational energy flux forms the isothermal state. By applying Kraichnan heating to one solution and gradually adapting the input variables to match the isothermal temperature with the Kolmogorov solution, a comparison between plasma parameters can be made whilst being certain similar heating is being applied.

Figure 4.5 shows a direct comparison of loop temperature, heating rate, density and velocity (from top to bottom) for the $L = 300\text{Mm}$ loop solution. The left column shows the loop heated by the Kolmogorov regime, the right column shows the loop heated by the Kraichnan regime. There is very little difference in parameter values once the isothermal temperatures are matched at approximately 1.6MK. The Kolmogorov loop
Figure 4.5: A direct comparison of a 300Mm loop heated with Kolmogorov turbulence (left column) and Kraichnan turbulence (right column). Proton temperature, heating rate, density and flow velocity are plotted from top to bottom.
is held at $l_{\text{drive}} = 48\,\text{km}$, $\xi = 5.4\,\text{km}\,\text{s}^{-1}$ and $B_0 = 80\,\text{G}$. The Kraichnan loop is held at $l_{\text{drive}} = 0.47\,\text{km}$, $\xi = 10\,\text{km}\,\text{s}^{-1}$ and $B_0 = 34.5\,\text{G}$. No other isothermal temperatures seem possible apart from the solution with these characteristics. Note the Kraichnan loop can only be maintained in an isothermal state if the magnetic field strength is decreased to approximately half that of the Kolmogorov solution. At higher $B_0$, hotter isothermal solutions result. On comparison of $l_{\text{drive}}$ for both cases, it becomes clear that the prediction in Section 2.3.1 is accurate. Due to the $v_A$ term in the denominator of Eq. 2.16, $l_{\text{drive}}$ must be decreased by two orders of magnitude (in Fig. 4.5 from 48km down to 0.47km). It would appear that Kraichnan turbulence requires higher energy waves of higher $\xi$ to support equivalent heating as Kolmogorov turbulence.

Loops of various temperatures and lengths are put through the same comparison and the results are similar. For Kraichnan loops, $l_{\text{drive}}$ is two orders of magnitude lower than Kolmogorov loops, magnetic field strength must be lower to attain similar heating, and $\xi$ must be increased to support the low driving scales. This study suggests waves cascaded under the Kraichnan regime are less efficient at heating the coronal plasma than the Kolmogorov regime (higher $\xi$ is required for the low $l_{\text{drive}}$). Figure 4.5 demonstrates a steeper temperature gradient above the upflowing footpoint for the Kraichnan solution however. Also, with reference to the heating rate along the loop, the profile appears to be far more exponential than the Kolmogorov profile. Both these features may be symptomatic of the small scales wave energy is dissipated over.

Generally, Kraichnan heating does not return favorable results as the scale lengths are very small. In addition, Cho et al. (2003) confirm that Kolmogorov turbulence is a good approximation of coronal turbulence as numerical experiments are consistent with the $k^{-5/3}$ spectra. As the corona is highly magnetic one would expect MHD (Kraichnan) turbulence evolving in the plasma, magnetic field interfering with turbulent eddy motions, but this does not appear to be a factor. Therefore Kolmogorov turbulence (a
non-magnetised description) is assumed to be a very good approximation for the incompressible plasma in this study even whilst assuming the turbulence is Alfvénic in character.

4.4 Heating Profiles

The temperature profiles relating to each of the heating rates noted in Fig. 4.2 will now be presented from solutions for the 600Mm loop and plotted. The solutions in this comparison are heated by $\xi = 14\text{km}s^{-1}$ waves and have been extracted from the data in Fig. 4.3. The longest loop and highly energetic waves are used so modelled features will be highlighted. Figure 4.6 shows 5 solutions as the driving scale is increased through $l_{\text{drive}} = 60 - 8000\text{km}$. Each of the heating profile regions are captured in this plot.

Starting with a driving scale of $l_{\text{drive}} = 60\text{km}$, the obvious local temperature minimum is present in the temperature profile (Section 3.7). This is labelled ‘temperature inversion’ in Fig. 4.2. From the upflowing footpoint to the loop apex, the temperature drops over 1MK from $T_{\text{max}} = 2.5\text{MK}$ to $T_{\text{apex}} = 1.4\text{MK}$. From the loop apex, there is a slow increase in temperature to $T = 1.75\text{MK}$ above the downflowing footpoint. The heating rate is extremely exponential indicating localised heating above the upflowing footpoint. Due to high flow velocities it would be easy to mistake the second heating enhancement (above the downflowing footpoint) as kinetic energy transfer. Section 3.7 disputes this in favour of a dominating gravitational energy flux causing an increase in enthalpy energy flux. As $l_{\text{drive}}$ is decreased further, shocks may develop as plasma flow becomes supersonic (Section 5.7).

As the driving scale is increased to $l_{\text{drive}} = 200\text{km}$, the temperature maximum is again above the upflowing footpoint ($T_{\text{max}} = 3.4\text{MK}$), but the ‘dip’ in the temperature profile has decreased significantly. This profile is labelled ‘footpoint heating’ in Fig. 4.2. This
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Figure 4.6: Proton temperature profile (top panel), heating rate (middle panel) and density profile (bottom panel) of a $L=600$ Mm loop progressing through the driving scales of $l_{\text{drive}}=60$ (solid line), 200 (dotted line), 500 (dashed line), 2000 (dot-dashed line) and 8000 km (triple-dot-dashed line). $\xi = 14 \text{km}^{-1}$ for all solutions. Each line represents the heating profiles of temperature inversion, footpoint, non-uniform, optimised heating and quasi-uniform respectively.
is a profile where it is obvious there is an enhancement in heating above the upflowing footpoint. Wave energy can propagate further before being totally dissipated. At $l_{\text{drive}} = 500\,\text{km}$, wave energy is able to propagate further. In this case, there is a steady loss in wave energy from the upflowing to the downflowing footpoint. The maximum temperature has again increased to $T = 4.5\,\text{MK}$ above the upflowing footpoint, but the temperature profile is becoming more symmetric. This profile exhibits a ‘non-uniform heating’ profile. After some experimentation, it was found that by decreasing the energy flux into the loop ($\xi$), that isothermal solutions are possible. A case-study is outlined in Section 5.3 where the relationship between non-uniform heating and isothermal loops is clarified. As the driving scale is increased to $l_{\text{drive}} = 2000\,\text{km}$, optimised heating for the whole loop length is acquired ($T_{\text{max}} = 6.3\,\text{MK}$). The contours in Fig. 4.1a and 4.3a show these regions of optimised heating for each loop length. Generally they occur at larger $l_{\text{drive}}$, before quasi-hydrostatic solutions. Higher driving scales ($l_{\text{drive}} = 8000\,\text{km}$) lead to quasi-hydrostatic solutions as the maximum temperature settles at $T = 5.2\,\text{MK}$. The heating rate becomes symmetrical at these large driving scales, therefore driving minimum plasma around the loop, reducing flow and heating.

Figure 4.7 extends this analysis by plotting the variation in Alfvén wave amplitude with distance along the loop (using the same solutions as Fig. 4.6). The model allows $\xi$ to change (or evolve) as the local density and wave pressure changes (the evolving Alfvén wave amplitude is indicated as $\xi_{\text{ev}}$). $\xi_{\text{ev}}$ is given by the simple equation $\xi_{\text{ev}} = (2p_{w}/\rho)^{1/2}$ (as noted in Eq. 3.9). As wave pressure ($p_{w}$) peaks above the upflowing footpoint, $\xi_{\text{ev}}$ reaches a maximum very quickly if the driving scale is small. As $l_{\text{drive}}$ is increased, maximum $\xi_{\text{ev}}$ is reached further along the loop length. All the heating profiles are present and the decay of $\xi_{\text{ev}}$ clearly shows the rate at which energy is transferred from wave to plasma.

As expected, the temperature inversion profile (at $l_{\text{drive}} = 60\,\text{km}$) peaks sharply and ex-
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Figure 4.7: The evolution of $\xi_{ev}$ with $s$ along the $L = 600$Mm solution (corresponding to Fig. 4.6), progressing through the driving scales of $l_{drive} = 60$ (solid line), 200 (dotted line), 500 (dashed line), 2000 (dot-dashed line) and 8000 km (triple-dot-dashed line). $\xi$ begins at $14\text{km} \cdot \text{s}^{-1}$ for all solutions and allowed to evolve.

ponentially decays with $s$, energy is transferred very quickly to the footpoint plasma. In contrast, the $\xi_{ev}$ associated with optimised heating ($l_{drive} = 2000$km) demonstrates a linear decay of energy after reaching maximum $\xi_{ev}$. This is key to understanding the physics behind the region of optimised heating for each loop as it represents the most efficient way of heating the whole loop length and not just a focused region. Before the loop reaches optimised heating ($l_{drive} < 2000$km in this case), the heating profiles are predominantly exponential, thus dumping wave energy very quickly. As $l_{drive}$ is increased beyond optimised heating, the heating profile does not heat the loop fast enough. The region of optimised heating is where the decay of $\xi_{ev}$ tends to a linear profile, providing steady and extended heating for the whole loop length.

Figure 4.8 shows the variation of $\xi_{ev}$ with temperature along the loop. Depending on heating profile, the variation of $\xi_{ev}$ will cause unique heating in the loop length. With reference to Fig. 4.8, each profile begins at $\xi = 14\text{km} \cdot \text{s}^{-1}$. As the loops evolve, they
diverge before the plasma is heated to $T = 1$MK. Several conclusions can be drawn from this representation of modelled results. Firstly, where $l_{\text{drive}}$ is small (in the case of temperature inversion and footpoint heating), although there may be very intense heating at the upflowing footpoint, heating whole loops by waves of these scales is very inefficient. For the $l_{\text{drive}} = 60$km solution, the temperature peaks at 2.5MK, and when compared with the optimised heating ‘lobe’ (with $T_{\text{max}} = 6.5$MK), the difference is dramatic. Some parameters are summarised in Table 4.1 and demonstrate a linear increase in $\xi_{\text{max}}$ with temperature. Each heating rate is listed along with $\xi_{\text{max}}$, the position of maximum $\xi_{\text{ev}}$ along the loop ($s$) and the temperature at this position ($T_{\text{max}}$).

So far, only the heating profiles of the $L = 600$Mm loop have been investigated. As already mentioned, each loop length exhibits similar heating profiles, so a comparison of all the results for $L = 600$Mm will be compared with all the results for a short
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**Figure 4.8:** The relationship between $\xi_{\text{ev}}$ and $T$ as the Alfvén wave evolves along the $L = 600$Mm loop (corresponding with Fig. 4.6). Progression through the driving scales of $l_{\text{drive}}=60$ (solid line), 200 (dotted line), 500 (dashed line), 2000 (dot-dashed line) and 8000 km (triple-dot-dashed line). $\xi$ begins at 14kms$^{-1}$ for all solutions and allowed to evolve.
Figure 4.9: The relationship between $\xi$ and $T$ as the Alfvén wave amplitude evolves for all driving scales ($l_{\text{drive (min)} - l_{\text{drive (max)}}}$) for the $L = 600\text{Mm}$ loop (dotted lines) as compared with the short $L = 40\text{Mm}$ loop (solid lines). Solutions for $L = 40\text{Mm}$ and $L = 600\text{Mm}$ extracted from Fig. 4.3.

$L = 40\text{Mm}$ loop. Both loops are heated by $\xi = 14\text{km}^{-1}\text{s}$ waves. Figure 4.9 demonstrates both loops stepping through $l_{\text{min}}$ (in the case of the $L = 40\text{Mm}$ loop, $l_{\text{min}} = 10\text{km}$; for $L = 600\text{Mm}$, $l_{\text{min}} = 60\text{km}$) to $l_{\text{max}}$ (for $L = 40\text{Mm}$, $l_{\text{max}} = 2000\text{km}$; for $L = 600\text{Mm}$, $l_{\text{max}} = 8000\text{km}$). Both loops are overlaid, solid lines for $L = 40\text{Mm}$ solutions and dotted lines for $L = 600\text{Mm}$ solutions. For short loops, the range of temperatures and $\xi_{ev}$ can be expected to be smaller than that of long loops. Similar patterns emerge for both loop lengths, it is the magnitude of $\xi_{ev}$ and $T$ that changes. This confirms that the loop length governs Alfvén wave evolution and maximum temperature.

The above analysis provides a good visualisation of the effects of various wave heating profiles on a selected loop length. Plotting $\xi_{ev}$ along the loop has implications for the theorised source of the very high non-thermal velocities as described in Section 2.4. The extreme values of $\xi = 25 - 70\text{km}^{-1}$ (Kjeldseth Moe & Nicolas, 1977, Acton et al., 1981) may be very large when compared with the results of Chae et al. (1998), but
Table 4.1: Maximum values of Alfvén wave amplitude ($\xi_{\text{max}}$), the position where $\xi_{\text{max}}$ occurs ($s$) and the temperature ($T_{\text{max}}$) at $\xi_{\text{max}}$ during evolution for each heating profile in Fig. 4.6. Measurements taken from the $\xi$ vs. $s$ and $\xi$ vs. $T$ plots (Fig. 4.7 and 4.8).

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{\text{drive}}$ (km):</td>
<td>60</td>
<td>200</td>
<td>500</td>
<td>2000</td>
<td>8000</td>
</tr>
<tr>
<td>$\xi_{\text{max}}$ (kms$^{-1}$):</td>
<td>34.1</td>
<td>37.5</td>
<td>40.5</td>
<td>46.3</td>
<td>54.7</td>
</tr>
<tr>
<td>$s$ (Mm):</td>
<td>&lt;10</td>
<td>&lt;10</td>
<td>10</td>
<td>25</td>
<td>200</td>
</tr>
<tr>
<td>$T_{\text{max}}$ (MK):</td>
<td>1.4</td>
<td>2.0</td>
<td>2.6</td>
<td>4.2</td>
<td>5.3</td>
</tr>
</tbody>
</table>

On analysing the very rapid evolution of $\xi$ in this model (refer to Table 4.1), Alfvén wave amplitudes (a.k.a. non-thermal velocities) of up to 55kms$^{-1}$ can be modelled by allowing $\xi$ to evolve during propagation. $\xi_{\text{ev}}$ tends to peak in relatively low regions of the corona if $l_{\text{drive}}$ is sufficiently balanced with loop length and $\xi$. This short investigation supports wave dissipation in the lower corona as this mechanism provides a source of non-thermal velocities within the extremes of observed non-thermal broadening of spectral lines. However, modelled $\xi_{\text{ev}}$ does not appear to conform to the $\xi$ vs. $T$ curve in Fig. 2.4 (Chae et al., 2002) as $\xi_{\text{ev}}$ appears to increase continuously with temperature and appears to be associated with far higher temperatures.

### 4.5 Model vs. Classical Theory

As discussed by Winebarger et al. (2003), loops with isothermal temperature profiles and loops with temperature maximum at the apex are suspected of being heated by different mechanisms. Section 4.4 finds wave heating to be sufficient to explain many forms of temperature profile simply by assuming a cascade of energy and wave dissipation through resonance with protons. Depending on the turbulent characteristics of the wave ($\xi$ and $l_{\text{drive}}$), almost any variety of dynamic loop is possible. In general, $\xi$ directly influences the energy flux of the injected Alfvén wave and has a dramatic effect on the overall temperature maximum. The dissipation of the wave is governed by $l_{\text{drive}}$. 
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and dictates the scale of the wave and the extent of its dissipation into the plasma. This variable locates the scale of the region where the wave energy is to be dumped into the plasma influencing the amount of plasma driven into the loop. Through the very simple turbulent heating equation, total control on the plasma parameters can be achieved.

Non-uniform heating as observed in the corona (Parker, 1988, Chae et al., 2002) may reveal rapid wave dissipation from the footpoints. If the driving scale is low, the waves will dump energy quickly. This will cause an exponential decay in wave energy as the wave propagates around the loop body. The model described in this thesis simulates a range of non-uniform heating profiles (Section 4.4). Strong footpoint heating occurs if the driving scale of the turbulent heating is low. This has the effect of drawing more plasma from the chromosphere into the coronal loop. As $l_{\text{drive}}$ is increased, it is found (generally) that the non-uniform heating profile shallows out as plasma flow velocity and plasma density decreases. As already mentioned, this method readily produces hot, tenuous loops and short, dense loops. A direct comparison will therefore be made between model solutions and solutions expected from classical theory.

Classical theory by Rosner et al. (1978) derive a scaling relation in the hope to explain observations by Skylab of apparent hydrostatic structures in the lower corona (Section 2.6). Due to the highly dynamic nature of the method as described in this thesis, a scaling relation is difficult to arrive at (due to the large array of free variables and parameters). Attempts have been made to relate turbulence driven dynamic loops with isothermal EUV observations (Section 5.3), but no attempt has been made to assemble a relationship between loop length, temperature or pressure/density. It would therefore be interesting to compare the outputted pressures from this model with expected pressures arising from the scaling relation from classical theory (Eq. 4.1).

If a loop has a density higher than the classical model, the loop is known to be over-dense, if a loop is less dense than expected, the loop is known to be underdense. Equa-
Figure 4.10: A direct comparison between modelled loop minimum pressure (top-panel) and derived pressure (bottom-panel) from the well known hydrostatic scaling relation by Rosner et al. (1978) (Eq. 4.1). Maximum temperatures from the $\xi = 10\text{km}^{-1}$ modelled loops are used to find the expected hydrostatic pressures. The regions labelled ‘A’, ‘B’ and ‘C’ mark some regions of interest.

Section 4.1 demonstrates the hydrostatic relationship from the observations carried out by Skylab and derived by Rosner et al. This relates loop length, pressure and maximum temperature for static loops

$$T_{\text{max}} \approx 1400 \times (pL_{1/2})^{1/3} \quad (4.1)$$

where $T_{\text{max}}$ is the maximum loop temperature, $p$ is the hydrostatic minimum loop press-
Figure 4.11: As Fig. 4.10, but for loops heated by $\xi = 14\text{km/s}$ waves.
sure and $L_{1/2}$ is the loop half-length. Pressure is related to density ($p = nk_B T$) so modelled pressure is indicative of loop density (Aschwanden, 2004). The pressure of modelled loops using the dynamic method described in this study will be compared with the expected loop pressures if the loops were hydrostatic. This is done by outputting temperature results and applying the rearranged equation (from Eq. 4.1)

$$p = \frac{1}{L_{1/2}} \left( \frac{T_{\text{max}}}{1400} \right)^3 \quad (4.2)$$

Figure 4.10 demonstrates the comparison of pressure from the loops in this study (top panel) as compared with the result expected if they were hydrostatic (bottom panel). The top panel shows the outputted pressures for loops heated by $\xi = 10\text{km}^{-1}$ waves, the bottom panel shows the expected pressures arising from the relationship in Eq. 4.2. The maximum temperatures and loop (half) lengths are read into the equation and expected pressures are plotted.

High velocity solutions in the low-$l_{\text{drive}}$ region (labelled ‘A’ in Fig. 4.10) return favorable results suggesting higher velocity flows and low driving scales pull more plasma into the corona, creating an overdensity (Winebarger et al., 2002, 2003, Patsourakos et al., 2004). A complication occurs when the classical (hydrostatic) results from the above scaling relation appear to return more dense results for longer loop solutions (labelled ‘B’). Generally it is thought hydrodynamic loops will be more dense when compared with hydrostatic loops, this result defies this idea. However, underdense loops may also be modelled by hydrodynamic models when they exhibit X-ray loop characteristics. This is confirmed by the simulation where long coronal loops at high driving scales outputted from the model (labelled ‘C’) appear to be underdense when compared with the classical values. Figure 4.11 compares the model pressures with expected values (in the same manner as Fig. 4.10), but using data from the $\xi = 14\text{km}^{-1}$ study (Fig. 4.3). A very similar pattern exists for both studies, underdense loops in high-$l_{\text{drive}}$ regions,
obdense loops in low-\(l_{\text{drive}}\) regions, again with a discrepancy for long modelled loops. Obtaining better clarity in results is required. Figures 4.12 and 4.13 arise from substracting modelled pressures (\(p_{\text{model}}\)) from the expected Rosner et al. (1978) hydrostatic pressures (\(p_{\text{RTV}}\)) shown in the comparison plots in Figures 4.10 and 4.11. A very interesting pattern emerges from this analysis. Primarily there appears to be two very distinct regions of overpressure and underpressure (corresponding to overdensity and underdensity). In both Figures 4.12 and 4.13 an overdensity region can be found in the bottom-left hand corner of the plots. This region corresponds to the coolest, short and dense coronal loops in the results of the \(\xi = 10\,\text{km} \, \text{s}^{-1}\) and \(\xi = 14\,\text{km} \, \text{s}^{-1}\) analysis (Fig. 4.1 and Fig. 4.3 respectively). A region of underdensity can be found in the top-right hand corner of both plots which corresponds to hot, long and tenuous coronal loops found in the \(\xi = 10\,\text{km} \, \text{s}^{-1}\) and \(\xi = 14\,\text{km} \, \text{s}^{-1}\) analysis. Cargill & Klimchuk (2004) support this finding. By comparing loop model densities and pressures with classical theory (Rosner et al., 1978, Craig et al., 1978, Hood & Priest, 1979), Cargill & Klimchuk conclude dynamic loop models produce overdense, cool loops and underdense, hot loops. The results from the analysis summerised in Fig. 4.12 and Fig. 4.13 add an extra parame-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4_12.png}
\caption{From Fig. 4.10, \(p_{\text{model}} - p_{\text{RTV}}\) is plotted. For the \(\xi = 10\,\text{km} \, \text{s}^{-1}\) dataset, differences in pressure between loops range from \(\Delta p \sim -0.8\,\text{dyne cm}^{-2}\) (underdensity) in the top-right sector to \(\Delta p \sim 1.1\,\text{dyne cm}^{-2}\) (overdensity) in the bottom-left sector.}
\end{figure}
ter: the dependence on loop length. In this case overdense loops are generally short \((L < 100\text{Mm})\) whereas underdense loops are generally long \((L > 300\text{Mm})\).

Figure 4.14 generalises these results by plotting the regions of overdensities and underdensities onto the heating profile plot described in Section 4.2 (Fig. 4.2). As can be seen, regions of maximum and minimum temperatures reside in these areas. Observations suggest cool (EUV) overdense loops and hot (X-ray) underdense loops. Winebarger et al. (2003) find loops observed by TRACE are overdense structures and loops observed by SXT are underdense structures, concluding hydrostatic loop models are insufficient to explain the densities of coronal loops. It can therefore be suggested that hot, X-ray loops will result from high-\(l_{\text{drive}}\), high-\(L\) models and EUV/cool loops will result from low-\(l_{\text{drive}}\), low-\(L\) models. The turbulence heated coronal loops described in this thesis appear to support general observational findings, although no definitive loop length-temperature relationship exists at present.

![Figure 4.13:](image)

**Figure 4.13:** From Fig. 4.10, \(p_{\text{model}} - p_{\text{RTV}}\) is plotted. For the \(\xi = 14\text{km}s^{-1}\) dataset, differences in pressure between loops range from \(\Delta p \sim -1.4\) dyne cm\(^{-2}\) (underdensity) in the top-right sector to \(\Delta p \sim 1.6\) dyne cm\(^{-2}\) (overdensity) in the bottom-left sector.
Figure 4.14: As Fig. 4.2 but regions of overdensity and underdensity are included. The region of ‘optimised heating’ (see Fig. 4.6) is included (dot-dashed line) with regions of general loop underdensities and overdensities (labelled). Maximum and minimum temperatures reside in these regions. Dashed, grey lines represent the boundaries between loop heating profiles (replicated from Fig. 4.2) and grey dotted lines represent the maximum and minimum observed velocities for quiescent loops.

4.6 Discussion

This chapter demonstrates the unique numerical method described in Chapter 3 can produce densities comparable with TRACE and EIT loops (Fig 4.15; Aschwanden et al. 2000a,b). Hot X-ray loops with densities comparable with SXT observations (Kano & Tsuneta, 1995) can also be produced. Steady flow loop models can enhance loop densities far higher than hydrostatic simulations (Winebarger et al., 2002, Patsourakos et al., 2004) but these models still fail to explain the high density observed by TRACE and EIT (see Fig. 4.16 for a loop modelled by Winebarger et al. 2002). It is demonstrated here that momentum deposition by Alfvén waves improves modelled coronal loop densities. This also supports the idea that EUV and SXT loops may share a similar
Figure 4.15: Observed electron temperature and density profiles along a selection of loops (as presented by Aschwanden et al. 2000a in Figures 5 and 6). Temperature values are derived from applying the filter ratio method to the 284Å and 195Å EIT bandpasses (which has some shortcomings as identified in Section 1.6). From this small selection of 8 loops of varying length, it is evident that the model results in Figures 4.1, 4.3 and 4.4 appear to approximate observed parameters depending on the balance between the turbulence variables $\xi$ and $I_{\text{drive}}$. 
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Figure 4.16: Modelled loop parameters for a 150Mm isothermal loop heated by an ad-hoc (non-uniform, ‘V’-shaped) heating rate (from Fig. 3 in the Winebarger et al. 2002 study). The parameters modelled for a loop heated by a uniform heating rate (solid line) and a non-uniform heating rate (dashed line) are shown. Note the plasma density of this loop is significantly lower than modelled wave-driven loops of this length shown in Fig. 4.1 and Fig. 4.3 and observed loops shown in Fig. 4.15.

(wave-momentum deposition) heating mechanism (Winebarger et al., 2003, Schmieder et al., 2004). This important finding is discussed in Section 4.5 by relating the parameter study results with classical models (Rosner et al., 1978). A strong relationship between $L$, $l_{\text{drive}}$ and over/underpressure is obvious, providing evidence that hydrodynamic loops heated by MHD waves can improve coronal loop densities for short coronal loops (overdensity) and improve results for long coronal loops (underdensity).

The effect of $\xi$ on the loop solutions mainly governs the energy flux injected into the plasma. A brief comparison of the $\xi = 10\text{m}\text{s}^{-1}$ and $\xi = 14\text{m}\text{s}^{-1}$ results (Section 4.2) shows hotter, more dense loops result from an increase in Alfvén wave amplitude. The magnitude of $\xi$ has a large influence on the loop footpoint plasma characteristics
too, this becomes evident when attempting to model “moss” solutions (investigated in Section 5.6).

On modelling the evolution of $\xi$ along a coronal loop (Section 4.4), implications for the possibility of Alfvén wave propagation generating non-thermal velocities are very interesting. From Fig. 4.8, the maximum non-thermal velocities can be related to temperature, thus giving a picture of how modelled non-thermal velocities (or $\xi$) compare with observation.

The driving scale ($l_{\text{drive}}$) of turbulence is key to the heating of the modelled coronal loops. As discussed in this chapter, $l_{\text{drive}}$ strongly influences plasma flow velocity and loop density to a high degree. If we compare the final solution velocities with the observed loop velocity range of 5-60kms$^{-1}$, one is able to see which solutions fall within the region of observed velocities. Figure 4.14 marks this region between the dotted lines labelled $v_{\text{max}}(\text{obs})$ (maximum observed velocity of 60kms$^{-1}$; Saba & Strong 1991) and $v_{\text{min}}(\text{obs})$ (minimum observed velocity of 5kms$^{-1}$; Spadaro et al. 2000). From this figure it is reasonable to propose that the extreme velocity solutions ($v > 60$ kms$^{-1}$ and $v < 5$ kms$^{-1}$) may be flows that have yet to be discovered or indeed do not exist in dynamic quiescent loops. Loops exceeding $v > 60$ kms$^{-1}$ are interesting features demonstrating a ‘double hump’ (exaggerating the gravitational influence on loop heating) in temperature profile and should not be discounted from this work.

Shocked solutions (investigated in Section 5.7) exist in the most extreme flow velocities ($v \sim c_s$) at very low driving scales. The numerical method (Chapter 3) cannot calculate rapid changes in plasma parameters (such as the characteristic discontinuity of plasma parameters across the shock front), but some steady state shock solutions are possible if the time-step of the calculations are reduced to improve the code stability.
Chapter 5

Unique Loop Solutions

5.1 Introduction

The results gained in Chapter 4 provide a summary of the strengths and limitations of the numerical method. By investigating parameter space through the very general method of mapping hundreds of loops, solutions are extracted to model certain coronal phenomena.

This chapter will outline a number of case studies where the mapping method in the parameter study is used to pin-point certain areas of interest for further investigation and development. As this model simulates protons and electrons out of thermal equilibrium, Section 5.2 investigates some situations where Coulomb coupling between species varies in efficiency, causing thermal non-equilibrium. Section 5.3 approaches isothermal modelling of coronal loops and addresses some of the main pitfalls with maintaining an isothermal state through wave heating. This leads to Section 5.4 where the consideration of loop inclination may play a very important role in observations and models alike. Case studies of cool loop solutions, EUV ‘moss’ and wave-driven shocks are detailed in Sections 5.6, 5.6 and 5.7 respectively.
5.2 Non-Equilibrium of Electron and Proton Plasma

The two-fluid nature of the model aids the understanding of the interaction between plasma species. The Coulomb collision frequency, $\nu_{pe}$ (Eq. 3.8), is strongly influenced by density. Figures 5.1 and 5.2 are results arising from the effect of the driving scale on plasma parameters. Figure 5.1 demonstrates a 500Mm loop where the majority of the coronal section has a large difference in species temperature (electron temperature is the bold line and proton temperature is the dotted line). As the driving scale is high, minimum matter is driven from the chromospheric reservoir. The plasma velocity and loop density is therefore low. This has implications for $\nu_{pe}$ in that the efficiency of energy transfer in the form of collisions will be low in the coronal section of the loop. A 500Mm loop is used in Fig. 5.1 to exaggerate the non-equilibrium for clarity, but it can be expected that significant non-equilibrium will exist across all $L$ and all $\xi$ at

Figure 5.1: A 500Mm loop out of electron (bold line) and proton (dotted line) thermal equilibrium for the majority of its coronal section. The driving scale is a maximum for the loop length and Alfvén wave amplitude is set at an arbitrary value (when $l_{drive}$ is maximum for any $L$, a similar profile is acquired across all $L$). Clockwise from top-left: temperature profile, heating rate, velocities and density profile.
maximum $l_{\text{drive}}$. 

Significant non-equilibrium may be evident in loops with high $l_{\text{drive}}$ (and low density), but non-equilibrium between the two species can exist in loops driven by low-$l_{\text{drive}}$ waves. As shown in Fig. 5.2, the driving scale is at a minimum for the example 500Mm coronal loop. Plasma density is likely to be at a maximum at minimum-$l_{\text{drive}}$, so it can be expected that $\nu_{pe}$ will be at its most efficient when transferring energy from proton to electron gas. However, even at low driving scales non-equilibrium can occur due to an energetic ‘overshoot’ (circled). As plasma is driven from the chromosphere in the first footpoint, highly energetic waves will accelerate the plasma (primarily the proton gas) into the corona at high velocity. The density is also high, but Coulomb coupling cannot transfer thermal energy fast enough to prevent a local non-equilibrium above the first footpoint. At low driving scales, the characteristic double hump feature is evident.

![Figure 5.2](image_url)

**Figure 5.2:** A 500Mm loop held at minimum-$l_{\text{drive}}$ (before becoming shocked). A small ‘overshoot’ in proton temperature can be observed (circled) where Coulomb coupling cannot transfer energy fast enough to the electron gas. Equilibrium is re-instated very quickly in the coronal section due to high flow velocity and density. Clockwise from top-left: temperature profile, heating rate, velocities and density profile.
Figure 5.3: Data from the $\xi=10\text{km}^{-1}$ study (Fig. 4.1), showing temperature non-equilibrium ($T_{p(\text{max})} - T_{e(\text{max})}$) between protons and electrons, for the complete range of $\xi$ and $l_{\text{drive}}$. Temperature values quoted in MK. The label (a) corresponds to the location of the solution in Fig. 5.1 and (b) is the location of the solution in Fig 5.2 in long loops, highlighting the local non-equilibrium.

Figure 5.3 demonstrates the non-equilibrium between electrons and protons ($T_{p(\text{max})} - T_{e(\text{max})}$) for the range of loop lengths and driving scales in the $\xi = 10\text{km}^{-1}$ study. The non-equilibrium in proton and electron temperatures increases with loop length and $l_{\text{drive}}$. There is a maximum temperature difference for long loops ($L > 400\text{Mm}$) at large driving scales ($l_{\text{drive}} > 1000\text{km}$), reaching a maximum of 0.38MK for the $L = 600\text{Mm}$ loop at $l_{\text{drive}} = 7000\text{km}$. Loops heated by various Alfvén wave amplitudes exhibit similar features. Long solutions heated by high-$l_{\text{drive}}$ waves are at maximum non-equilibrium, whereas short loops at low-$l_{\text{drive}}$ exhibit very little non-equilibrium.

Some models assume the main constituents of coronal loop plasma (i.e. protons and electrons) are in thermal equilibrium. Lenz (2004) construct a hydrodynamic model with this in mind but also assume minor ions are heated higher than the electron/proton equilibrium temperature. Bradshaw & Mason (2003) model 15 abundant ions in a cool-
ing coronal loop and find significant non-equilibrium between species when simulated
time-dependently. The unique model described in this thesis only considers a two-fluid
plasma where there is strong Coulombic interactions between protons and electrons, but
non-equilibrium is found to be commonplace (especially when plasma density is low).

## 5.3 Isothermal Loop Solutions

Chapter 4 investigates isothermal loops embedded within the parameter space. This
case study extracts a selection of loop lengths from results that exhibit near-isothermal
properties. The turbulence variables are then adjusted so temperature profiles are ap-
proximately isothermal. This is a very difficult process as there appears to be very few
unique isothermal solutions for a given loop length. The criteria imposed on the output
solution is the temperature difference between temperature maximum and apex temper-
ature should not exceed 2% of the temperature maximum (i.e. \( |T_{\text{max}} - T_{\text{apex}}|/T_{\text{max}} \leq 0.02 \)). This value was arrived at through trial and error and by comparing our modelled
results with the observations (Neupert et al., 1998, Lenz et al., 1999). Table 5.1 sum-
marises the results of four modelled isothermal loops of different lengths corresponding
to the profiles in Fig. 5.4.

Figure 5.4 plots the isothermal temperatures for each loop length. \( l_{\text{drive}} \) and \( \xi \) are ad-

<table>
<thead>
<tr>
<th>( L ) (Mm)</th>
<th>( l_{\text{drive}} ) (km)</th>
<th>( \xi ) (kms(^{-1}))</th>
<th>( T_{\text{foot}} ) (K)</th>
<th>( T_{\text{max}} ) (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10</td>
<td>4.3</td>
<td>1.2\times10^4</td>
<td>1.0\times10^6</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>4.5</td>
<td>1.2\times10^4</td>
<td>1.2\times10^6</td>
</tr>
<tr>
<td>300</td>
<td>48</td>
<td>5.4</td>
<td>1.3\times10^4</td>
<td>1.6\times10^6</td>
</tr>
<tr>
<td>600</td>
<td>190</td>
<td>7.9</td>
<td>1.4\times10^4</td>
<td>2.8\times10^6</td>
</tr>
</tbody>
</table>

Table 5.1: The values of loop length \( (L) \), driving scale \( (l_{\text{drive}}) \), Alfvén wave ampi-
tude \( (\xi) \) and approximate chromospheric temperature \( (T_{\text{foot}}) \) from Chae et al. (1998)
to produce stable isothermal solutions detailed in Fig. 5.4. The maximum temperature
\( (T_{\text{max}}) \) attained by each loop is also detailed.
justed until the coronal section of each loop falls within a variance of 2%. It is worth noting that although there appears to be one unique isothermal solution for a given loop length, the magnetic field strength \( B_0 \) remains a constant throughout (at 80G). After experimentation it is found that decreasing \( B_0 \) results in cooler loops, thus decreasing the isothermal temperature.

For the range of loops from \( L = 100 \text{Mm} \) to \( L = 600 \text{Mm} \), isothermal loops can be modelled. However there is a very strong relationship between loop isothermal temperature and loop length, a relationship not currently observed by TRACE or EIT. Loop inclination also has a factor to play in that the gravitational energy component acting on the loop will decrease with \( \chi \), degrading the isothermal profile in favour of an asymmetric temperature profile.

**Figure 5.4:** A selection of isothermal coronal loop solutions of loop lengths \( L = 100 \text{Mm}, 200 \text{Mm}, 300 \text{Mm} \) and \( 600 \text{Mm} \). The model parameters are listed in Table 5.1. Clockwise from top-left: proton (dotted line) and electron (solid line) temperature profiles, heating rate, velocities and density profile.
5.4 The Effect of Loop Inclination

As discussed in Section 3.2.1, it is rare to find a perfectly vertical coronal loop, many loops evolve at an angle from the vertical due to magnetic pressures of neighbouring loops, magnetic configuration or plasma load (Aschwanden et al., 2000a). Loop inclination reduces the gravitational energy flux component (Section 3.7), thus reducing the enthalpy energy flux, cooling the loop. Equation 3.10 describes the gravitational component of the basic equations modelled in this work where the variable $\chi$ (loop inclination) has a profound effect on the loop plasma parameters (Reale, 1999, Aschwanden et al., 2000a, Tsiklauri & Nakariakov, 2001). Figure 5.5 demonstrates the progression of an isothermal loop as it is inclined from vertical ($0^\circ$) to horizontal ($90^\circ$) to the solar

![Graphs showing temperature, heating rate, velocities, and density profiles for an isothermal loop inclined from $0^\circ$ to $90^\circ$.]

Figure 5.5: A 600Mm isothermal loop inclined from $\chi = 0^\circ$ (vertical) to the extreme $\chi = 90^\circ$ (horizontal) in $10^\circ$ increments. The starting (isothermal) state has a bold line, the $10^\circ$ increments are dotted lines and the final $\chi = 90^\circ$ state has a dashed line. Clockwise from top-left: proton temperature profile, heating rate, velocities and density profile.
surface. A long, $L = 600\text{Mm}$ loop is used so the effect on the plasma parameters are obvious.

As expected, the loop generally cools as $\chi$ is increased, however the maximum temperature above the left (upflowing) footpoint does not cool (there is in fact slight heating). This effect may be due to the lack of gravity countering plasma flow when driven by wave energy flux. The isothermal temperature profile is lost very quickly, developing an asymmetric profile as the loop is inclined further. This behaviour is expected, as already mentioned, the enthalpy energy flux (self heating) will be drastically interrupted as the driving gravitational energy flux is reduced. It is therefore logical to conclude that isothermal temperatures cannot be maintained (Section 5.3) if the loop is inclined beyond $30^\circ$, the heating source for the downflowing footpoint is weakened and eventually cancelled out as $\chi$ approaches $90^\circ$. There is little change in the heating rate along the loop, however plasma velocity becomes more asymmetric and is reduced by $\sim 25\%$. Plasma density experiences a slight increase as $\chi$ is increased. This behaviour is evident across all loop lengths, but greater in long loops.

## 5.5 Cool Loop Solutions

Cool coronal loops have a temperature range of $0.02 > T > 1\text{MK}$ and have often been associated with the cooler plasma flowing from sunspots in active regions (Foukal, 1975, 1976, Bray et al., 1991). Active regions are usually under intense study for sunspot activity and flaring, hot loops. The existence of cool, steady loops are therefore of particular interest. Cool loops are often found in close proximity to hot coronal loops and can be orders of magnitude cooler than the surrounding plasma, very little thermal conduction acts perpendicular to the field lines (Habbal et al., 1985). Cool loops will therefore contrast greatly, appearing dark against the highly radiating, hot plasma. Foukal (1975,
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1976) analyse *Skylab* data and find cool loops can only exist through dynamic plasma flow. Their internal pressures can be expected to be lower than the surrounding plasma and densities of surrounding loops will generally be higher.

A large array of coronal loops can be arrived at from the parameter study in Chapter 4, so it may be possible that MHD wave activity can sustain a flow along cool loops whilst maintaining a locally low temperature.

To evaluate the coolest loops as outputted in the results, the shortest loop ($L = 10\text{Mm}$) from the $\xi = 10\text{km}\text{s}^{-1}$ dataset (Fig. 4.1) is presented in Fig 5.6. The coolest loop solution for this length is compared with the hottest loop solution, $l_{\text{drive}} = 280\text{km}$ (solid line) and $l_{\text{drive}} = 60\text{km}$ (dotted line) respectively. In this example, it is found the coolest solution has a temperature maximum of under 0.8MK and a minimum density of $10^{9}\text{cm}^{-3}$.
Figure 5.7: The coolest, $L = 600\text{Mm}$ loop example (bold line) as compared with the hottest $L = 600\text{Mm}$ loop solution (dotted line). $l_{\text{drive}} = 58\text{km}$ for the coolest loop, $l_{\text{drive}} = 2000\text{km}$ for the hottest loop. $\xi = 14\text{km}\text{s}^{-1}$ remains constant. Clockwise from top-left: proton temperature profile, heating rate, velocities and density profile.

(there is no cooler solution below $l_{\text{drive}} = 10\text{km}$). The heating profile is quasi-uniform, suggesting minimum plasma is driven into the loop. The flow velocity will therefore be expected to be low ($v \sim 0$). If cool loops are to be maintained in active regions, there must be a strong flow of plasma. In this case, there is approximately zero flow suggesting short and cool coronal loops cannot be sustained in such regions. The maximum flow velocity ($v = 18\text{km}\text{s}^{-1}$) is associated with low driving scales and maximum temperatures ($T = 1.3\text{MK}$). It is also worth noting the enhancement in loop density of nearly one order of magnitude (from $\sim 10^9$ to $\sim 10^{10}$) as $l_{\text{drive}}$ is decreased from 280km to 10km.

A different pattern emerges as loop length is increased. Figure 5.7 is a longer loop ($L = 200\text{Mm}$) from the same $\xi = 10\text{km}\text{s}^{-1}$ dataset (Fig. 4.1). Again, the coolest loop
is compared with the hottest loop for this length. This time it is found the coolest solution is the most dynamic solution (whereas in Fig. 5.6, the coolest loop was quasi-hydrostatic). The coolest solution cannot be cooled below 1MK as the $\xi = 10\text{kms}^{-1}$ waves cannot support lower driving scales (below $l_{\text{drive}} = 58\text{km}$), so technically is not a ‘cool’ loop, but this comparison remains useful. As a general rule, we acquire cool loop solutions at both extremes of plasma flow. Cool solutions exist for quasi-hydrostatic loops and for highly dynamic loops. In the case of Fig 5.6, it so happens the coolest loop resides in the quasi-hydrostatic (maximum-$l_{\text{drive}}$) region, but in the case of Fig. 5.7, the coolest loop resides in the highly dynamic (minimum-$l_{\text{drive}}$) region. All values of $\xi$ produce a similar pattern. For loops of $L < 100\text{Mm}$, the coolest solutions can be found in quasi-hydrostatic states and for loops of $L > 100\text{Mm}$, the coolest solutions can be found in highly dynamic states (but often at velocities exceeding that of observations; Saba & Strong 1991, Spadaro et al. 2000, Winebarger et al. 2002).

In conclusion, this model reproduces relatively cool loop solutions (w.r.t. the majority of solutions) with both dynamic and quasi-hydrostatic characteristics, but to cool the loop sufficiently $\xi$ needs to be very low. Only then can $l_{\text{drive}}$ be reduced to optimise both flow speed (within the 5-60kms$^{-1}$ observed range) and minimum temperature ($T < 1\text{MK}$). Generally, the wave heating outlined in this thesis produces hot loops; cool solutions are difficult to arrive at. Cally & Robb (1991) find that cool loops of temperatures lower than the ones discussed here are generally unstable and evolve very quickly into a hot state. It is also more likely long loops will remain ‘cool’ for a longer period, contradicting the main results in this study that cool loop solutions are generally short.
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5.6 Modelling Transition Region ‘Moss’

Some of the hotter solutions detailed in Chapter 4 demonstrate low-altitude plasma exhibiting characteristics of EUV ‘moss’ as observed by the Coronal Diagnostic Spectrometer (CDS) onboard SOHO (Berger et al., 1999). EUV moss can often be observed in the footpoints of some X-ray loops. Peres et al. (1994) report findings from the Normal Incidence X-ray Telescope (NIXT) where regions of intense brightness are observed in the lower regions of hot (X-ray) coronal loops. Peres et al. relates intense low lying EUV emission (or ‘Hα plage’) with X-ray loops and state that instruments sensitive to $10^4$-$10^6$K emission can be used to search for the footpoints of X-ray loop systems. However the loops are assumed to be in hydrostatic equilibrium (i.e. they lack plasma upflow).

In this model, as the plasma rises by chromospheric evaporation, it is heated through EUV temperatures (0.6–1.6MK) at approximately 2Mm above the photosphere (allowing it to be observed by instruments that operate with band passes within the EUV wavelengths). The moss emission tends to be restricted to a thickness of 1Mm and exists at pressures in the range of 0.7-1.7 dyne cm$^{-2}$ (fulfilling the criteria outlined by Berger et al. 1999). Dynamic plasma upflows are also observed in these regions.

By focusing on the footpoints of the long and hot solutions modelled in this thesis, conditions for observed EUV moss have been met for a range of loops. Figure 5.8 shows the plasma temperature, velocity, density and pressure profiles of 5 hot, $L=300\text{Mm}$ loops that fall within or close to the criteria for observed EUV moss.

For all results, $l_{\text{drive}}$ is kept at a constant 4000km, whilst $\xi$ is increased 11-15kms$^{-1}$. The temperature and pressure requirements are boxed in the top-left and bottom-right frames. From this simple analysis the two solutions that successfully model moss characteristics (matching both the temperature and pressure conditions) are $\xi=12\text{kms}^{-1}$ and
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Figure 5.8: Solutions from the model ($L = 300\text{Mm}$) with ‘moss’ characteristics. The dashed lines represent the boundaries matching values quoted by Berger et al. (1999) of observed parameters of EUV moss. Clockwise from top-left: footpoint proton temperature, velocities, pressures and densities.

\[\xi = 13\text{km}s^{-1}\]. As more energy flux is injected into the loop (by increasing $\xi$), the loop footpoint undergoes increases in plasma temperature, density (therefore pressure) and velocity. $\xi$ appears to have a strong influence on moss characteristics. $I_{\text{drive}}$ has a more influential effect on the higher sections of hot loops, but has negligible influence on lower regions. This is highlighted in Fig. 4.6 in Section 4.4 where the driving scale is increased to change the overall structure of a long coronal loop.

Figure 5.8 demonstrates the coronal loop model used in this study can readily simulate the observed characteristics of EUV moss in the lower corona. In conclusion, it appears EUV moss may be symptomatic of rapid wave dissipation in the footpoints of long, hot coronal loops, allowing instruments observing EUV emission (e.g. TRACE and EIT) to search for large-scale X-ray loops (Peres et al., 1994).
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5.7 Shocks

Chapter 4 demonstrates the difficulty the numerical method has with acquiring steady state for low-\(l_{\text{drive}}\) and supersonic flow. At low-\(l_{\text{drive}}\), long loops exhibit a temperature inversion which quickly moves toward a quasi-shocked state. A shock is characterised by a sudden increase in density followed by a sharp drop in flow velocity. These rapid changes will appear almost as a discontinuity. Due to the rapid change in plasma parameters the numerical method will not converge to a steady state for long loops (\(L > 200\text{Mm}\)) at low-\(l_{\text{drive}}\). However it is suspected there is a transition zone between temperature inversion and shocked solutions where standing shocks may be modelled.

This scenario is investigated by Orlando et al. (1995b) where a shocked loop with a modelled siphon flow was presented. Supersonic flow was modelled in a very hot (\(T_{\text{max}} \sim 7\text{MK}\)) loop of half-length \(L_{1/2} = 5 \times 10^{10}\text{cm} (L = 1000\text{Mm})\). In an adiabatic situation (\(\gamma = 5/3\)), it is found a shock forms toward the downflowing half of the loop, creating a discontinuity in temperature profile (an increase of \(\sim 4\text{MK}\) at the shock front), density profile (an increase of \(\sim 2 \times 10^{7}\text{cm}^{-3}\)) and velocity profile (a decrease of \(\sim 400\text{kms}^{-1}\)). In the model presented here, a similar pattern emerges, although the magnitude of the shock on modelled parameters is less dramatic.

Figure 5.9 presents two shocked solutions for the \(L = 600\text{Mm}\) loop, one heated by \(\xi = 7\text{kms}^{-1}\) waves (solid line) and the other by more energetic \(\xi = 14\text{kms}^{-1}\) waves (dashed line). As shocked solutions reside in low-\(l_{\text{drive}}\) regions of the parameter space (Chapter 4), it is expected that all shocked loops will have very intense (and localised) heating above the upflowing footpoint. As the loop cools from the upflowing footpoint temperature maximum (\(T_{\text{max}}\)), the plasma reaches a local minimum at approximately \(s = 350\text{Mm}\) (as predicted, the \(\xi = 14\text{kms}^{-1}\) loop is warmer than the \(\xi = 7\text{kms}^{-1}\) loop) before experiencing a sharp increase of \(\sim 0.5\text{MK}\). Loop density also undergoes a
Figure 5.9: Standing shocks for a 600Mm loop. This example remains in steady state with no appreciable change in plasma parameters. A loop heated by $\xi = 7\text{km}^{-1}$ waves (solid line) is compared with a loop heated by $\xi = 14\text{km}^{-1}$ waves (dashed line). $l_{\text{drive}} = 30\text{km}$ and $l_{\text{drive}} = 50\text{km}$ respectively. The shock develops very quickly in both solutions (in under 100s) and this figure is 500s into the simulation. To improve calculation stability the model time-step length is reduced from 10s to 0.1s and the iterative approach is applied. Clockwise from top-left: proton temperature, heating rate, velocity and density.
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rapid increase over a short distance of \( s \approx 25 \text{Mm} \). There is a discontinuity in plasma flow speed in the same location. Both loops indicate a rapid drop in velocities through the shock (a velocity difference of \(-50\%\) for the \( \xi = 7 \text{km}^{-1} \) solution, \(-40\%\) for the \( \xi = 14 \text{km}^{-1} \) solution). The position of the shock does not deviate significantly from \( s = 350 \text{Mm} \). As most of the loops modelled appear to produce velocity maximum at the loop apex, all lengths produce a standing shock on the downflowing section, just after the loop apex. An increase in \( \xi \) causes an increase in loop temperature, loop density and velocity, but does not greatly influence the position or magnitude of the shock. Orlando et al. (1995b) predicted shock formation at \( T_{\text{max}} \) whereas this model predicts shock formation at the local \( T_{\text{min}} \), but both predict shock formation beyond the loop apex, in the downflowing section. Cargill & Priest (1980) support the formation of shocks in the downflowing section of the loop, although this model does not consider the effect of gravity. The solution in Fig 5.9 cannot shock for loops with a temperature maximum at the loop apex as generally flow speed is not close to the local sound speed, only loops with focused heating above the upflowing footpoint can acquire supersonic flow. Robb & Cally (1992) also model standing shocks as a result of supersonic siphon flow and find similar results. There is a shock in the downflowing section of the loop at velocities comparable with the model in Fig. 5.9.

Shocked flow is characterised by the Mach number. The Mach number is a simple ratio between flow velocity (\( v \)) and local sound speed (\( c_s \)) in the plasma

\[
M = \frac{v}{c_s}
\]

where the sound speed is

\[
c_s = \left[ \frac{p}{\rho} \right]^{1/2} \approx \left[ \frac{k(T_e + T_p)}{m_p} \right]^{1/2}
\]
where parameters are as previously stated (in Section 3.2.1). With reference to the results in Fig. 5.10, the flow velocity for the $\xi = 7\text{km}s^{-1}$ loop is plotted against local sound speed and Mach number. On comparison with 5.9, there is strong heating above the upflowing footpoint due to the very low-$I_{\text{drive}}$, causing a temperature maximum at $T = 1.6\text{MK}$. There is a steady decrease in plasma temperature (both $T_p$ and $T_e$ are in equilibrium) until the shock forms. The flow velocity (dashed line) rises steadily until it matches the local sound speed (dash-dot line). The sound speed is strongly dependent on plasma temperature (Eq. 5.2) and therefore decreases toward the cool loop apex. At this point, $M = 1$ (a.k.a. transonic flow). Plasma flow can be seen to decelerate as it flows supersonically ($M > 1$). The shock front quickly forms at approximately $s = 350\text{Mm}$, causing a sharp increase in density and a sharp drop-off in flow velocity until the flow becomes subsonic in the down-flowing section of the loop.

For any detailed study of shocked solutions, better resolution is required in the model

![Figure 5.10](image.png)

**Figure 5.10:** The shocked plasma velocity profile along the $\xi = 7\text{km}s^{-1}$ solution in Fig. 5.9. The Mach number (Eq. 5.1) along the loop (thick solid line), flow velocity ($v$; dashed line) and plasma sound speed ($c_s$; dot-dash line) are plotted. The horizontal dotted line marks where $M = 1$ (at $\sim 110\text{km}s^{-1}$).
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Loop apex. Currently all the loops have maximum resolution toward the loop footpoints and minimum resolution at the loop apex (up to 1Mm grid spacing for the $L = 600$Mm loop discussed here). Where there are sudden changes in plasma parameters, better resolution is required so the model remains stable and the small-scale fluctuations can be examined.

It is important to note that shock characteristics will change if the gravitational component is reduced (the loop is inclined). As $\chi$ increases, $g$ decreases, reducing the gravitational energy flux. With reference to the inclined loop in Fig 5.5, flow speed will reduce requiring smaller values of $l_{\text{drive}}$ to drive the flow faster. Maintaining a modelled shock in an inclined loop requires more energetic waves with lower driving scales. In this case, the flow velocity profile is not symmetric, the velocity maximum will drift toward the upflowing footpoint. Should a shock form for inclined loops, it can be expected the shock front will drift toward the upflowing footpoint and not the downflowing footpoint due to the reduction in gravitational energy.

5.8 Discussion

This chapter summarises some of the highlights of the parameter study carried out in Chapter 4. Primarily, as two-fluid coronal loops are modelled, the coupling between the resonant protons and non-resonant electrons is very important (Section 5.2). As energy is transferred between proton and electron gas via Coulombic interactions, it is found that plasma non-equilibrium maximises in loops with minimum density (i.e. long and tenuous, hot loops). Short loop solutions are generally dense so Coulomb coupling is very efficient at retaining thermal equilibrium.

Isothermal coronal loops are the source of much debate, so solutions with isothermal characteristics are extracted from the vast array of possible solutions. Section 5.3 in-
vestigates four isothermal loops and find a strong relationship between loop length and isothermal temperature. A very delicate balance between the turbulence variables is required to maintain an isothermal state. The two main energy sources in an isothermal loop are wave flux and gravitational flux, if one is lost (or significantly reduced), isothermal loops cannot be modelled. From this, tests on loop inclination are carried out in Section 5.4. It is logical to conclude that an increase in inclination will decrease the gravitational energy flux. This imposes a serious restriction on the formation of isothermal loops as the majority of coronal loops are inclined to some degree (Aschwanden et al., 2000a). This would suggest that if wave heating is a main contender in coronal loop heating and if isothermal temperature profiles in EUV loops do exist, there must be another form of heating supporting the flat temperature profile in the coronal section or the observational techniques used in the analysis of isothermal coronal loops are flawed (Schmelz et al., 2001, Martens et al., 2002, Schmelz, 2002, Aschwanden, 2002). Waves propagating from one footpoint as the only form of energy input is not sufficient to create a flat temperature profile, a temperature maximum above the upflowing footpoint or at the loop apex is more likely to result. In addition to these arguments, Winebarger et al. (2002) model a dynamic loop with an asymmetric (ad-hoc) heating rate (Fig. 4.16). There is strong heating in the upflowing section which decreases steadily with height. The heating minimises at the loop apex. The heating rate is then increased along the downflowing section of the loop which reaches a maximum at the downflowing footpoint. The ‘V’ shape of the energy input maintains the isothermal profile along the loop. On comparison with the heating rates in the model described here, wave flux dominates the upflowing section whereas gravitational flux dominates the downflowing section, approximating a similar ‘V’ profile as suggested by Winebarger et al. (2002). There is recognition that two forms of energy input are required in the upflowing and downflowing sections of coronal loops to maintain an isothermal profile if asymmetric flow is assumed.
Some cool loop solutions are also analysed (Section 5.5) where a comparison is made between the coolest solutions and the hottest solutions from results in Chapter 4. It is found that cool solutions can only be modelled with sufficient flow if the loop is of length $L > 100\text{Mm}$ and modelled with low-$l_{\text{drive}}$. The coolest solutions for shorter loops tend to be quasi-hydrostatic.

The phenomenon of transition region moss is investigated in Section 5.6. This section moves away from analysis of the whole loop and focuses on a selection of loop footpoints. Keeping in mind the moss characteristics from observations (Peres et al., 1994, Berger et al., 1999), some hot loop solutions appear to have footpoint characteristics similar to moss features and provide a ‘tracer’ for EUV instruments to search for X-ray loop footpoints.

This chapter is completed by a study into the possibility of standing wave-driven shocks (Section 5.7) and arrive at some surprising results. The study in Chapter 4 clearly shows regions in model data where flow velocities are considered to be in a shocked state. Due to the constraints on this numerical method (i.e. difficulties in arriving at steady state if sudden changes in plasma parameters develop), these regions were largely disregarded. On further investigation it became apparent that some steady-state shocks can be successfully modelled. Further refinement of the model (such as improved grid resolution at loop apex) is required before an exhaustive study of wave-driven shocks can be carried out, but the results presented here are very positive.
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Conclusions

This thesis presents the results arising from the development of a unique, self-consistent numerical method and thorough parameter study of modelled turbulence and ion cyclotron resonance in a variety of coronal loops. Coronal loops are basic structures in the lower layers of the corona and form a link from the convection zone to the solar atmosphere. Any heating mechanism in the extended corona or solar wind is also assumed to operate along coronal loops. Following from solar wind heating and acceleration models, the full-implicit, one-dimensional numerical method is successfully applied. It is assumed that Alfvén waves launched from the photosphere (generated by an assumed shuffling motion of footpoints) are transmitted into the corona. A non-linear turbulent cascade transports energy to higher wave numbers in the turbulent spectrum, thus allowing waves of frequencies comparable with the plasma gyrofrequencies to resonate with protons. Coulomb coupling between proton and electron gas allows heating of non-resonant electrons. There may be significant non-equilibrium between plasma species as protons are preferentially heated.
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Principal Results

The primary objective of this study is to complete a thorough parameter study of the turbulence variables governing the nature of the energy cascade. Alfvén wave amplitude and driving scale are found to have total control over the modelled loop plasma parameters (Section 4.2). A novel way of summarising the results of a large number of steady-state solutions is to map the plasma parameters against $\xi$, $l_{\text{drive}}$ and $L$. From the iterative method (Section 3.3) hundreds of solutions are outputted, so when mapped, the plasma response to the propagating waves is clearly visible. The main results arising from this study can be summarised as follows:

1. Low values of $l_{\text{drive}}$ generally increases flow velocity and density. For long loops ($L > 200\text{Mm}$), very low $l_{\text{drive}}$ will result in standing shocks (Section 5.7).

2. The coolest loop solutions can be found at low-$l_{\text{drive}}$ and low-$L$. Cool solutions are also found at maximum $l_{\text{drive}}$ where modelled loops approach hydrostatic states (Section 5.5). The hottest loop solutions can be found at high-$l_{\text{drive}}$ and high-$L$, although a region of optimised heating exists at a particular value of $l_{\text{drive}}$ for each loop length.

3. There is significant thermal non-equilibrium between protons and electrons where plasma flow is either extremely large or very low. Low plasma densities weaken Coulomb interactions between the resonantly heated proton and electron gas (Section 5.2).

4. Short loops are generally overdense and long loops are underdense (Section 4.5).

5. The heating rate along loops heated by Kraichnan turbulence is more exponential than Kolmogorov loops suggesting the Kraichnan regime is less efficient at transferring energy to coronal loop plasma, requiring more energetic waves to be injected at low-$l_{\text{drive}}$. Kraichnan scales are confirmed to be 2 orders of magnitude
lower than Kolmogorov scales, so Kolmogorov turbulence is favoured (Section 4.3).

6. Isothermal loops can be modelled, but a very delicate balance between the turbulent variables and gravitational energy flux is required. For a constant magnetic field strength, a strong relationship between loop length and isothermal temperature presents itself (Section 5.3). The isothermal profile is lost as loop inclination is increased (Section 5.4).

7. The characteristics of EUV transition region ‘moss’ can be readily simulated, matching observed parameters, indicating footpoint brightening of X-ray loops may be symptomatic of rapid wave energy dissipation at low altitudes (Section 5.8).

8. A host of heating profiles exist across the whole range of coronal loops. This study confirms the idea that isothermal loops are heated by strongly asymmetric or non-uniform heating rates whilst loops with a temperature maximum at the apex exhibit quasi-uniform heating (Section 4.4).

Outstanding Problems

On reviewing the main conclusions from this study, several issues have been raised concerning the current understanding of the solar corona. The following points highlight the most contentious subjects:

1. High resolution measurements are required before a definitive answer to the nature of turbulent scales can be arrived at. Advanced methods of remote measuring techniques are required to establish the nature of $l_{\text{drive}}$. Turbulence operating over Kolmogorov scales are assumed to be the best candidate as structures believed responsible for wave generation (such as photospheric flux footpoint shuffling)
can be resolved by instrumentation (Section 4.3).

2. How waves of these scales are produced at all is a matter of debate. It is known that waves of scales down to a thousand kilometers may be generated by features of the order of photospheric flux tubes or granulation as these features are well within the resolution limit of modern instruments. As explored in Chapter 4, the values of $l_{\text{drive}}$ range from 10-10000km for loops of length 10-600Mm. Also, by assuming Kolmogorov turbulence for the results in the parameter study, the typical $l_{\text{drive}}$ expected in the corona is quoted at 1200km (Chae et al., 1998), so many of the results are well out of the range of the expected $l_{\text{drive}}$. More advanced theoretical ideas need to be conceived for generation mechanisms of sub-resolution scales. $l_{\text{drive}}$ is therefore a free variable where no definitive link with solar scales can be made at present.

3. Current EUV observations debate the existence of isothermal coronal loops. The numerical method outlined in this study can reproduce similar isothermal profiles with comparable densities and flow velocities as observations (Section 5.3). It is however noted that a very delicate balance of the turbulence variables is required to regulate the heating rate along the loop to maintain the isothermal profile. Inclination of the loop results in loss of the isothermal profile, indicating loops modelling wave driven flow deviating from the vertical cannot sustain an isothermal temperature (Section 5.4). If an isothermal structure is to be maintained, another form of heating must replace the loss in gravitational energy flux (i.e. symmetrical wave propagation from both footpoints rather than one). Further investigation of EUV loop analysis methods are required.
Future Work

During development and analysis of this numerical method, limitations on the code itself or investigations out of the scope of this project are inevitable. Further work is required before a complete understanding and development of the self-consistent model can reach completion. The following points outline some areas of improvement and further study:

1. Direct comparisons with observations are now required. Results returned from the application of this self-consistent, turbulence-driven wave model compare favorably with observations, but definitive data analysis is needed.

2. It is well known that dynamic coronal loop models improve density when compared with observation, but a discrepancy remains. Direct comparisons with other loop models should therefore be carried out to see the role wave momentum deposition plays in density enhancements.

3. Once steps (1) and (2) are complete, the model can be developed so fitting routines can be applied to observational data. Waves definitely have a role to play in plasma heating in coronal loops, but to what degree of the total heating flux do they contribute? By developing an analysis package, the required wave characteristics can be modelled to fit observations. Once observations become more advanced, evidence for the required wave heating can be acquired.

4. There must be an awareness that other coronal heating mechanisms may contribute to the total heating flux. The possible coupling between turbulent flow and nanoflare generation is one such example how the heating mechanism may have secondary effects, amplifying loop heating.

5. The structure of modelled loops are of a semi-circular, constant cross-section configuration. Although this is a good approximation, the effect of a varying
cross-section or footpoint expansion may yield interesting results.

6. Modelling symmetric propagation of waves (from both footpoints) may produce other loop categories. This would promote chromospheric evaporation from both loop footpoints causing a collision and therefore an increase in density at the loop apex. Prominences may form. The physical loop structure may also be modelled with a ‘dip’ at the apex (increasing the local gravitational acceleration at the apex), also developing prominences.

7. Including additional plasma species in modelled loops would be an advantageous step. Tests of a 3-fluid loop model have been carried out but with little success. Further work is required to model ion cyclotron resonance with heavier ions such as helium (α-particles) so energy can be transferred down the mass hierarchy with an additional species (He $$^+\rightarrow p \rightarrow e$$).
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